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Abstract. The objective of this paper was to develop a low-cost prototype poultry behaviour 
imaging and analysis system for monitoring intensively-reared flocks suitable for small-scale 
Kenyan poultry sheds. An image processing and analysis programme was developed using 
Python programming language and the OpenCV image processing package. This was tested on 
overhead images of Ross 308 birds collected over a number of days using a Raspberry Pi V2 camera. 
A second experiment using toy-chicks was conducted with an angled camera (Wansview W3). 
Linear transformation (LT) and background subtraction (BS) methods were applied and 
compared for effectiveness at detecting yellow and brown toy-chicks on woodchip bedding. 
Perspective transformation (PT) was applied and evaluated for its ability to transform the angled 
images into two-dimensional views. In the first experiment, where white birds were detected 
against a dark background, LT object detection successfully detected 99.8% of birds in the 
sampled images. However, in the second experiment, the LT method was just 56.5% effective at 
detecting the yellow toy-chicks against the light-coloured background. In contrast, the BS method 
was more effective, detecting 91.5% of the yellow toy-chicks. The results showed that BS 
detection success was worse for yellow toy-chicks in the far section, detecting 83% as opposed 
to 100% of those in the near-section. Edge processing of the image processing algorithm was 
tested on a Raspberry Pi 3 series B+ computer. This prototype provides a solid foundation for 
further development and testing of low-cost, automated poultry monitoring systems capable of 
reporting on thermal comfort inferred from cluster index. 
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INTRODUCTION 
 

Poultry farming to improve the lives of those in poor, rural regions of Sub-Saharan-
Africa has become increasingly established. Whilst poultry farming is well-established 
in Kenya, with studies finding over 88% of households own chickens (Thumbi et al., 
2015; Otiang et al., 2020), productivity has historically been low due to the prevalence 
of traditional, free-range rearing methods (Njue et al., 2006; Magothe et al., 2012). The 
introduction of intensive rearing systems, whereby birds are housed permanently and 
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supplied feed, water and health treatments, has been shown to significantly improve 
productivity (Menge et al., 2005; Ochieng et al., 2011). As such, in the past few decades 
there has been a shift towards intensive systems across low-income countries worldwide 
(Hedman et al., 2021). 

In Kenya, raising chickens has traditionally been the responsibility of women, who 
constitute around 75.8% of those engaged in small-scale rearing enterprises (Ochieng et 
al., 2011). However, Dumas et al. (2018) highlight that many women face difficult 
decisions when balancing livestock rearing and other household tasks. This leaves the 
time-burden of intensive systems as a key limitation, generating a need for low-cost 
solutions that can automate labour intensive tasks. By providing enabling solutions for 
women in poultry rearing, they can become empowered through greater financial 
autonomy (Dumas et al., 2018), thus contributing toward the United Nations 
‘Sustainable Development Goal Five’ for gender equality (UN, 2021). 

The use of intensive systems in tropical climates such as Kenya also poses thermal 
management challenges, as poultry shed temperatures must be carefully controlled. 
Whilst the most common type of chicken used in small-scale enterprises are indigenous 
chicken (IC) breeds, which are adapted for improved thermal tolerance (Piestun et al., 
2008; Magothe et al., 2012), thermal stress remains a cause of productivity loss in shed 
conditions (Nyoni et al., 2018). This generates a need for systems which can monitor the 
thermal comfort of poultry flocks and alert farmers remotely when thermal regulation 
actions are required. 

For measurement of bird core temperature, cloacal insertion of thermometers can 
be used (Maman et al., 2019; Aluwong et al., 2017). However, this method involves 
handling, which has been shown to induce stress-related core temperature increases in 
birds, impacting accuracy. For use in continuous flock monitoring, the method is 
invasive, requires training and is highly time consuming (Cabanac & Aizawa, 2000; 
Cabanac & Guillemette, 2001). Alternatively, infra-red thermography (IRT) can be used 
to measure skin surface temperatures - Giloh et al. (2012) have shown a strong 
correlation between the core and skin temperatures in chickens aged between eight and 
36 days. IRT is a non-invasive approach enabling continuous sampling and requiring 
significantly lower time costs to implement (Jerem et al., 2015). However, there is not 
clear evidence that this approach will work with chicks under eight days of age. 

The cluster index algorithm for distinguishing agglomeration of birds under 
different temperature conditions, and computer vision were suggested to be suitable tools 
for assessing poultry thermal comfort automatically by Pereira et al. (2020). Current 
commercially available systems for automated poultry flock monitoring (Greengage, 
2021; Scout Monitoring, 2021; Speller, 2022) are prohibitively costly for typical rural 
Kenyan farmers. However, automated monitoring, which can increase productivity and 
reduce labour requirements, offers a tool for accelerated sustainable development in 
these regions. Thus, the research problem, small-scale farmers need an affordable 
poultry monitoring system which alerts on welfare issues. 

The objective of this paper is to develop a low-cost prototype poultry behaviour 
imaging and analysis system for monitoring intensively-reared flocks to meet the needs 
of small-scale farmers. 
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MATERIALS AND METHODS 
 

Overhead camera system experiment 
The low-cost image capture hardware setup consisted of a Raspberry Pi Zero 2 and 

a Raspberry Pi Camera V2 (8 MP full colour) (incl. suitable power supply and flash drive) 
mounted with the camera facing down above a 1.2 m × 1.5 m pen of 25 Ross 308 birds, 
equating to a stocking density of 13.8 birds m-2. A height of 2.7 m was used as this was 
the highest of the minimum roof heights identified on a site visit to Kenya by the authors, 
providing the greatest challenge to camera resolution from an overhead view. Due to 
ethical constraints, exposure of the flock to thermal stress was not possible, therefore 
sampling over a number of days enabled a range of degrees of clustering to be captured 
as the birds naturally moved around the pen. The birds were males, aged 42 days on the 
last day of data collection, the average weight on the last day of data collection was 
3.1 kg, there were no incidents of mortality in the pen used for data collection, bedding 
was not changed throughout the trial and not topped up. The birds were provided with 
optimum conditions and comfort to meet the health and welfare requirements for 
growing birds i.e. fresh food and water, ventilation, friable dry bedding and optimum 
temperature and lighting. The study procedures were approved by Harper Adams 
University Research Ethics Committee and reported here in accordance with the 
ARRIVE 2.0 guidelines (Percie du Sert et al., 2020). 

Images were collected at a sample rate of 15 s, with 69 h of data collected over 
eight days (Table 1). Additional lamps were not used. A 15 s sample rate was deemed 
sufficient to balance the need to manage the volume of data and to maximise data 
capture, being between 1 s (Pereira et al., 2020) and 30 s (Del Valle et al., 2021). 

 
Table 1. Data recording and darkness hours 

Date 
Recording   Darkness   Visible 

imaging 
(h) 

Start time End time Total (h) Start time End time Total (h) 

04-11-21 15:56   20:47    
05-11-21  16:04 24.13  03:05 6.30 17.83 
05-11-21 16:46   20:46    
06-11-21  00:19 8.55  00:19 3.55 5.00 
08-11-21 17:47   20:47    
09-11-21  16:05 22.30  03:05 6.30 16.00 
09-11-21 16:27   20:47    
10-11-21  11:24 18.95  03:05 6.30 12.65 
11-11-21 10:54   20:28    
12-11-21  11:53 24.15  03:05 6.62 17.53 
TOTAL   98.08   29.07 69.02 

 
The image processing code was developed using Python language via the 

Anaconda development platform, with the OpenCV (OpenCV, 2022) image processing 
package installed. A sequence of linear transformations (LT) were conducted for object 
detection. Linear transformation (LT) methods have been successfully used for object 
detection in recent studies (Fernández et al., 2018; Pereira et al., 2020; Del Valle et al., 
2021), where white birds were detected against a dark background. 
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The first step was to crop and rotate the gathered images, to focus on the individual 
pen of birds. This was then blurred, using the OpenCV function ‘cv2.blur()’ (Nixon & 
Aguado, 2020) to reduce pixel noise before binarization (Fig. 1). 

 
Original image Rotated, cropped, blurred 

 
 

Figure 1. An example of rotation, crop and blurring. 
 
The image was then converted into grayscale for binarization using OpenCV which 

converts each pixel value from 0–255 into either 0 (black) or 1 (white), with a threshold 
of 110 being used as the cut off point for conversion either way (Fig. 2). The threshold 
was determined iteratively by comparing visually input and output images until a 
threshold value was found which outputs most complete information about the objects 
of interest and the least anomalous information. 

 
Grayscaled Binarised 

 
Figure 2. An example of grayscaling and binarisation. 

 
Erosion and dilation were then performed to eliminate noise and reduce the 

occurrence of unwanted objects such as feeder and drinker (Fig. 3). 
 

Eroded Dilated 

 
Figure 3. An example of erosion and dilation. 

feederdrinkerdrinker support  
and hose 

drinker remains some remaining 
aspects of feeder 

drinker support  
and hose gone 
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Contour detection was conducted using the OpenCV function 
‘cv2.findcountours()’. These contours were then filtered by perimeter length to eliminate 
final non-bird containing objects (Fig. 4). 

 
Contour-detected Contours-filtering 

 
 

Figure 4. An example of contour-detection and contour-filtering. 
 
Once the contours had been detected and filtered, the following variables required 

for the cluster index equation (Pereira et al., 2020) could be identified: A – average area of 
detected objects, P – average perimeter of detected objects and NA – number of objects, 
whilst x – image’s horizontal pixel length and y – image’s vertical pixel length are known 
from the camera’s resolution. To detect the average distance between objects, D, the 
object centre points were required. A minimum bounding rectangle was drawn around 
each object, using the OpenCV function ‘cv2.boundingRect()’, and the centre 
coordinates were computed: 

𝐶𝑒𝑛𝑡𝑟𝑒 𝐶𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠 ሺ𝑥,𝑦ሻ ൌ 𝑥1 ൅
𝑤𝑖𝑑𝑡ℎ

2
,𝑦1 ൅

ℎ𝑒𝑖𝑔ℎ𝑡
2

 (1) 

where x1 and y1 are the coordinates for the vertex closest to the origin (Fig. 5). 
 
 

 

Centre of masses identified 

 
 

Figure 5. Calculation of bounding box centre coordinates and an example of the bounding box 
and object centres overlaid onto object contours. 

 
An open-source package ‘scipy.spacial.distance’ was used to find the average 

Euclidian distance between each object centre and the others (SciPi, 2022). This was 
repeated for all object centres, which were then averaged to find D. A random set of ten 
images from each recorded day were selected and the object detection output was 

Centres of mass  
(blue circles) 

Bounding boxes 
(red squares) 

Origin  
(0.0) 
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compared to its rotated and cropped original (Fig. 6). For each image, any birds not captured 
within a green contour line were recorded, along with any detected anomalous objects. 

 

 
 

Figure 6. An example of the comparison method for checking contour detection accuracy. 
 
Cluster Index variables were generated using the Python image processing script. 

Using a Raspberry Pi 3 series B+, ten sample images from each day of testing were 
processed using the developed code. 

 
Angled camera system experiment 
A second trial was conducted to test the applicability of an angled camera set-up. 

This would increase the area covered by a camera, reducing hardware requirements per 
shed and lowering installation costs. 

A 16 m × 5 m area was marked out onto the floor of an empty poultry house, to 
demarcate the boundaries of the size of a representable Kenyan shed. An image capturing 
and storage system (a Wansview W3 camera (1 MP full colour, outdoor rated, WiFi 
enabled), Raspberry Pi 3B+, and a laptop) was set-up with the camera at a height of 2.7 
m and located at the edge of one end of the demarcated boundaries. The camera’s floor 
area coverage was measured by observing the live feed from the camera and marking 
the floor at the vertices of its field of vision. These points were measured in comparison 

provide data at the extremes of the imaging systems capability. By using 1.5 m2 sections, 
20 birds could be used to ensure that the stocking density of 12.5 birds m-2 was achieved. 

to the demarcated shed. 
An 8 m × 1.5 m strip of wood-

chip bedding was laid out within 
the camera’s field of vision and 
outlined with white tape. In order 
to test the applicability of the vision 
system with chicks under 10 days 
of age, 20 yellow-coloured toy-
chicks with dimensions roughly 
80 mm × 80 mm × 60 mm were 
used to simulate young chicks. 

Two 1m × 1.5m sections of the 
woodchip strip were selected for 
locating toy-chicks at the front and 
rear sections (Fig. 7). This would 

 

 
Figure 7. A visualisation of the front and rear 
sections of woodchip strip used in the angled camera
experiment.  

Rear section 

Front section 
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Images were taken using the 20 yellow toy-chicks. Later, ten toy-chicks were 
painted brown, to replicate the colour characteristics of Kenyan indigenous varieties. 
Five images of the background and then 50 images in five sets of yellow, yellow and 
brown, and just brown birds, were then collected. 

A perspective transform (PT) Python script was developed using the image set of 
yellow birds in the front and rear section. The coordinates of the four corners of the 
woodchip strip were identified using Microsoft Paint, and fed into the algorithm. This 
algorithm highlighted the location of the given coordinates, then cropped and warped 
the images, using the OpenCV function ‘cv2.warpPerspective()’ to provide a  
two-dimensional, birds-eye view of the bounded area (Fig. 8). This method was repeated 
for all data sets to provide a basis for object detection testing. 

 

 
 

Figure 8. An example of Perspective Transform conducted in the angled camera experiment. 
 
To test the impact of object stretching resulting from PT, as highlighted by Dawson-

Howe (2014), the contour detection algorithm used in the overhead camera system was 
applied images after background subtraction (BS). LT is highly dependent upon lighting 
and object-background contrast 
(Okinda et al., 2020), thus BS 
method is more successful as found 
by Van Hertem et al. (2013) in an 
experiment with cows of varied 
colours. 

Contours were filtered to leave 
only individual birds, with no multi-
bird groups (Fig. 9). The area of each 
object in the front and rear sections 
was calculated using the OpenCV 
function ‘cv2.contourArea()’and then 
averaged for each group. This was 
repeated on 5 random images from 
each image set. 

The linear transfer (LT) and  

 
Image set 5 sample 

 

 
Image set 6 sample 

 
Figure 9. An example of the contours used to test
the impact of PT on object size. 

background subtraction (BS) methods were applied for direct comparison with the 
angled camera application. Using the PT images generated, the linear transformations 

Original image with coordinates  
highlighted 

Perspective transform output 
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used in overhead camera experiment were applied. As the birds in this instance were 
darker than the bedding, the binarisation stage outputs dark objects of interest against a 
white background. Contour detection requires white objects against a black background, 
so the image was inverted by applying inversion to each pixel (Fig. 10)  

𝐼𝑛𝑣𝑒𝑟𝑡𝑒𝑑 𝑃𝑖𝑥𝑒𝑙 ൌ 255 െ 𝐵𝑖𝑛𝑎𝑟𝑖𝑠𝑒𝑑 𝑃𝑖𝑥𝑒𝑙 (2) 
 

 
 

Figure 10. The stages of linear transformation object detection in angled camera experiment for 
image set of yellow birds in the front and rear section (threshold of 135 was found iteratively). 

 
Background subtraction was again initially applied by taking a background image 

and subtracting it from the ‘current frame’ containing yellow birds in the front and rear 
section. A threshold of 35 was selected to filter out noise based on iterative adjustments 
as described above (Fig. 11). The variation in the threshold values selected between the 
tests was due to the change in contrast between the birds and the background, resulting 
from their changed colours. 

To compare LT and BS methods, a foreground mask was generated using each 
method for all images of birds. Contour detection method as described above was then 
applied. Post contour-detection, the number of birds missed and anomalous contours 
generated were manually recorded for each of the images. 

1. Perspective transformed image 2. Cropped 3. Blurred 

4. Converted to grayscale 
5. Binarised 

(threshold = 135) 6. Inverted to white on black 
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Figure 11. A visualisation of the background subtraction method applied in angled camera 
experiment for image set of yellow birds in the front and rear section. 

 
RESULTS AND DISCUSSION 

 
In the overhead camera system experiment, where white birds were detected against 

a dark background, a randomly selected ten-image sample from each of the eight days 
of collected footage (i.e. 25 birds in each image × 80 images totals 2000 birds) was 
processed for contour detection. The image processing code ran on the Raspberry Pi was 
able to generate the variables required to calculate the cluster indices. LT object 
detection successfully detected 99.8% of birds in the sampled images (just four birds 
were identified as being missed). This correlated with the success of Pereira et al. (2020) 
and Del Valle et al. (2021) in similar scenarios. 

However, in the angled camera system experiment, the LT method was just  
55–56% effective at detecting the yellow toy-chicks against the light-coloured 
background (Fig. 12). This finding agrees with Okinda et al. (2020) that object-
background contrast is critical for LT applications. In contrast, the BS method was more 
effective, detecting 83–100% of the yellow toy-chicks (Figure 12). This correlates with 
the results of Van Hertem et al. (2013) who found BS methods superior to LT methods 
in their scenario detecting cows of inconsistent colours. With Chesoo et al. (2021) 
finding that Kenyan indigenous chickens phenotypes tend to be varied combinations of 
brown, black and white, the BS method for object detection is recommended for this 
prototype system. Nonetheless, the angled camera system experiment did not involve 
live birds as Kenyan indigenous chickens were unavailable, and so the background 
stability issues highlighted by Okinda et al. (2020) could not be analysed. Whilst the 
background update method used by Guo et al. (2020) may have combatted this, testing 
this was also not possible with the resources available. The results showed that BS 
detection success was worse for yellow toy-chicks in the far section, detecting 83% as 
opposed to 100% of those in the near-section. The impact of camera-resolution upon 

Current frame 

Background model 

Foreground mask 
 
 
 
 
 
 
 

THRESHOLD 
T = 135 
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object detection using the BS method offers an avenue for future research in this area 
with a higher resolution camera. 

 

 
 

Figure 12. A comparison of LT and BS methods for detecting toy-chicks, by colour and location. 
 
The floor area covered by a single overhead camera was 2.45 m × 3.26 m. A typical 

16 m × 5 m Kenyan poultry shed would require 12 Raspberry Pi V2 cameras for full 
floor area coverage. This would entail a camera cost of 288 GBP, which is prohibitive 
even before the subsequent increased processing requirements were factored in. 

 

 

 
 

 
Figure 13. Left: The measured camera floor area coverage; Right: projected total floor area 
coverage with two angled cameras. 

 
Due to this, an angled camera approach was tested, and the use of PT techniques to 

enable cluster indexing using this set-up was demonstrated to successfully transform the 
three-dimensional view into two-dimensions. The area covered by a single angled 
camera was 56% of the demarcated Kenyan shed (Fig. 13 left) - it would be possible for 
the entire floorspace to be covered by just two cameras as shown in Fig. 13 right. This 
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brings camera costs down by 240 GBP, whilst also reducing the processing 
requirements. However, the results support the assertion of Dawson-Howe (2014) that 
objects further from the camera become stretched and enlarged during PT. The impact 
of this upon the cluster index was not measured. The impact will vary depending upon 
the size and density of the birds in the sheds and thus is a necessary avenue of 
investigation before this system can be developed further. 

Edge processing of the developed image processing algorithm was tested using a 
Raspberry Pi 3 series B+ computer, which was found capable of generating the required 

 

 
Figure 14. The proposed prototype system. 

 
The inbuilt WiFi capability of the computer and cameras enables wireless 
communication without a dedicated router. This set-up enables the computer assembly 
to be located outside of the shed, in a protected environment, limited by the range of the 
WiFi connection and access to a power supply. By using the edge processing capability 

cluster index variables for individual 
images. Further testing would be 
required to better understand the 
processing capacity for multiple 
images of larger flock sizes at 15 
second sampling intervals. SMS 
communication to alert the farmer is 
suggested to be optimal for rural 
Kenya and is applicable with a 
communications module with the 
Raspberry Pi 3 series B+. An early-
stage prototype has been recommended 
(Table 2 and Fig. 14).  

 
Table 2. Proposed prototype hardware 

Hardware Quantity 
Total  
cost GBP 

Wansview W5 IP66 security 
camera 

2 119.98 

Raspberry Pi 3 Series B+ 1 33.90 
MicroSD card 1 6.00 
5V power supply 1 8.00 
SIM800X Communications 
HAT  

1 18.50 

SIM card 1 – 
TOTAL  186.38 
 

Inside shed Outside shed 
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of the Raspberry Pi 3 Series B+, the need for further computing hardware is negated. 
The use of Python, and the open-source OpenCV package requires no additional 
software cost to run the inference algorithm on the Raspberry Pi. 

Nonetheless, LT has shown potential to reduce processing and installation capital 
requirements, lowering the barriers to implementation of poultry monitoring systems in 
rural Kenya. The new knowledge can be used to monitor remotely and in real time 
conditions and welfare of birds in small-scale farmers’ poultry sheds, reducing labour 
costs and bird mortality and increasing performance and incomes. 

 
CONCLUSIONS 

 
An overhead camera system using Raspberry Pi V2 camera was used to collect 

images of Ross 308 birds over eight days. An image processing algorithm was developed 
using Python and OpenCV. Linear transformation (LT) object detection successfully 
detected 99.8% of birds in the sampled images white birds against a dark background. A 
single overhead camera covers 2.45 m × 3.26 m floor area, thus requiring 12 cameras to 
cover the total floor area in a typical poultry shed opposed to just two with an angled 
camera approach. An angled camera system using Wansview W3 camera was tested on 
a 16 m × 5 m area on yellow and brown toy-chicks. The LT method was just 56.5% 
effective at detecting the yellow toy-chicks against the light-coloured background. In 
contrast, the background subtraction (BS) method was more effective, detecting 91.5% 
of the yellow toy-chicks. The results showed that BS detection success was worse for 
yellow toy-chicks in the far section, detecting 83% as opposed to 100% of those in the 
near-section. The suggested prototype provides a solid foundation for further 
development and testing of low-cost, automated poultry monitoring systems. 
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