Application of feature selection for predicting leaf chlorophyll content in oats (Avena sativa L.) from hyperspectral imagery
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Abstract. Feature selection can improve predictions generated by partial least squares models. In the context of hyperspectral imaging, it can also enable the development of affordable devices with specialized applications. The feasibility of feature selection for oat leaf chlorophyll estimation from hyperspectral imagery was assessed using a public domain dataset. A wrapper approach resulted in a simplistic model with poor predictive performance. The number of model inputs decreased from 94 to 3 bands when a filter approach based on the minimum redundancy, maximum relevance criterion was attempted. The filtering led to improved prediction quality, with the root mean square error decreasing from 0.17 to 0.16 g m⁻² and R² increasing from 0.57 to 0.62. Accurate predictions were obtained especially for low chlorophyll levels. The obtained model estimated leaf chlorophyll concentration from near infra-red reflectance, canopy darkness, and its blueness. The prediction robustness needs to be investigated, which can be done by employing an ensemble methodology and testing the model on a new dataset with improved ground-truth measurements and additional crop species.
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INTRODUCTION

The indispensability of chlorophyll for plant photosynthesis (Sims & Gamon, 2002; Main et al., 2011) and its contribution to crop optical properties (Ollinger, 2011) make the estimation of leaf chlorophyll concentration an important remote sensing application. In large-scale assessments, leaf chlorophyll remote sensing is useful for yield prediction (Moharana & Dutta, 2016). At finer spatial scales, it can be used for the delineation of management zones for precision agriculture (Miao et al., 2009). As chlorophyll breaks down under stress, its monitoring provides information about the crop status, and enables a timely intervention to prevent the yield loss (Peñuelas et al., 1995; Sims & Gamon, 2002).

Traditional broad-band optical remote sensing relies on vegetation indexes for assessing crop status (e.g., Basso et al., 2016; Domínguez et al., 2017; Barbosa et al., 2019). Consequently, it is of limited use for estimating the concentrations of individual pigments, such as leaf chlorophyll. Many of these indexes have been adapted for use
with hyperspectral imaging products (Miao et al., 2009; Verrelst et al., 2019, often leading to improved results (e.g., Miao et al., 2009). Moharana & Dutta (2016) evaluated ten indexes in terms of rice chlorophyll prediction from proximal spectroradiometric data. Some of the band combinations gave unsatisfactory estimates despite their high performance in other experimental settings, which is a common problem for vegetation indexes. On the other hand, the formulations that excelled during the screening provided realistic maps of rice chlorophyll concentration when applied to EO-1 Hyperion imagery. The limited index transferability across crops can be in part related to differences between plant architectures (Ollinger, 2011). A study involving six crop species evaluated the robustness of relationships between vegetation indexes and leaf chlorophyll with respect to canopy structural parameters. A total of 58 formulations were tested; of this number, only 2 were considered truly robust when applied to both measured and simulated spectra (Zou et al., 2015). Corti et al. (2018) published a meta-analysis intended to identify factors that foster accurate estimation of maize biochemical parameters from optical measurements. Their results suggest that satisfactory predictions can be obtained by avoiding certain families of vegetation indexes—regardless of sensor type, acquisition model, and crop developmental stage. The article indicates that only statistically significant relationships were included in the study, which means that this finding needs to be approached with caution. A recent review by Hatfield et al. (2019) cites additional studies devoted to vegetation indexes suitable for chlorophyll estimation. According to the authors, vegetation indexes should be a first choice in remote sensing applications, as they avoid computational challenges of more sophisticated approaches.

Yet, the main advantage of hyperspectral imagery lies in the possibility of applying ‘full-spectrum’ methods borrowed from chemometrics and machine learning (Corti et al., 2018; Verrelst et al., 2019). Partial least squares (PLS) regression was employed to diagnose chlorophyll levels in winter wheat leaf laboratory samples (Zhang et al., 2012). Scanning of single leaves under controlled illumination allowed the authors to evade the challenges inherent to canopy-level imaging in outdoor conditions, and without doubt contributed to extremely accurate (R statistics up to 0.99) predictions. Unfortunately, unclear study design description undermines the trustworthiness of the findings. Kanning et al. (2018) tested a pushbroom system as a way to overcome some limitations of 2D frame hyperspectral cameras. An experimental winter wheat field was scanned using a UAV, and the measurements subjected to PLS modelling. When the model was applied to the pixels of the field orthoimage, the individual nitrogen fertilization treatment levels could be discerned. The estimation quality was sufficient to fit a model for predicting grain yield from the obtained values. Meij et al. (2017) employed PLS to predict chlorophyll content in oats from unmanned aerial vehicle (UAV) campaign data. The study also included 25 published vegetation indexes. The PLS approach yielded validation predictions inferior to the estimates obtained by using the best of the indexes. Still, according to Verrelst et al. (2019), chemometric methods are in principle more powerful than vegetation indexes for estimating canopy biophysical parameters. The chemometric approach tends, in turn, to be surpassed by machine learning methods, capable of modelling non-linear relationships. A comparison of selected algorithms from both groups demonstrated substantial performance variability within the machine learning family. Robust leaf chlorophyll content predictions for multiple crops were obtained with kernel ridge and Gaussian process regression. On the other hand, artificial neural networks, an approach with a comparable level of sophistication, failed to provide
consistently reliable estimates (Caicedo et al., 2014). By applying support vector machines (SVM) to maize hyperspectra, Karimi et al. (2008) obtained very good validation estimates for the tasseling stage. The prediction quality was worse, but still satisfactory, for the early growth stage, which the authors attributed to the soil showing through the crop canopy.

Despite its potential, the adoption of imaging spectroscopy remains hindered, in part by the high investment costs involved (Corti et al., 2018). Scene acquisition using a modern 2D camera tends to be slow due to sequential capture of a large number of bands. As a consequence, the speeds of airborne platforms become constrained (Honkavaara et al., 2017) and band registration needs to be performed during the imagery post-processing (Jakob et al., 2017). The voluminous data contained in hyperspectral data cubes require substantial computational capacities and specialized knowledge to process (Yang et al., 2017; Aasen et al., 2018). In the realm of field point spectrometry, similar challenges have been overcome by the development and commercialization of specialized proximity sensors, such as chlorophyll meters (Govender et al., 2009; Miao et al., 2009). These sensors exploit information from limited numbers of pre-selected bands, and have a predictive model embedded in the firmware to perform the computations. A similar route could be taken for imaging spectrometers in order to make the technology more accessible (Govender et al., 2009). One can envision an affordable specialized device capable of capturing narrow-band imagery, as hyperspectral cameras do, comprising bands that were pre-selected to optimize for accurate remote chlorophyll content estimation.

Feature selection methods have proven to be useful for the screening of spectral bands for a variety of applications. In addition to reducing the number of required model inputs, they were shown to improve the prediction accuracy (Ding & Peng, 2005; Mehmood et al., 2012). Fewer computations are required to process data subjected to feature selection, and model interpretation is facilitated (Ding & Peng, 2005). Band pre-selection prior to data acquisition can also address the problem of slow operation of hyperspectral cameras (Yang et al., 2013; Zhang & He, 2013). As demonstrated by the Zhang & He (2013) oilseed rape yield study, substantial reduction of data volume can be attained without impairing model performance. Discarding of 98% of hyperspectral bands had a minimal effect on the quality of nitrogen content prediction in pepper plants, while significantly simplifying the obtained model (Yu et al., 2014). Behmann et al. (2014) proposed an SVM model for detecting water stress in barley. The model inputs comprised vegetation indexes, the combinations of which were determined using wrapper feature selection. Increased detection sensitivity was obtained, allowing for earlier drought detection relative to the raw indexes. The aim of the present study is to investigate the effect of two feature selection approaches on the prediction of leaf chlorophyll concentration in oats from hyperspectral imaging data.

**MATERIALS AND METHODS**

**Experimental data**

The present study partially replicates and extends the results of Meij et al. (2017), using the same experimental data. Their experiment evaluated the soil-mediated carry-over effects of preceding and cover crops on crop-of-interest status. The data collection took place in summer 2015, which was the second year of the study, and was focused on experimental plots with oats in the grain-filling developmental stage.
The dataset includes narrow-band reflectance spectra of the experimental plots (one averaged spectrum per plot) obtained from UAV imagery. The spectra cover the range of wavelengths from 450 to 915 nm, i.e., between visible blue and near infra-red. The spectral resolution is 5 nm, thus yielding 94 bands. The spectra are accompanied by ground-truth measurements describing the crop’s physiological status. They include, among others, SPAD-estimates of leaf chlorophyll concentrations (one averaged estimate per plot), which are the focus of the present study. There are 56 data points in total, labelled as either calibration or validation data in 1:1 proportion. The dataset is in the public domain, and for the purpose of this study, it was downloaded from the Dryad repository (Meij et al., 2018).

Reproduction of the original analysis

In order to obtain a baseline for the assessment of feature selection performance, a reproduction of the Meij et al. (2017) result was prepared. The original study employed vegetation indexes and PLS modelling for predicting leaf chlorophyll from the imaging spectra. This paper focuses on the latter approach.

The data partitioning from the original dataset was preserved, and a PLS regression model was fitted to the calibration subset. Leaf chlorophyll concentration was modelled as the dependent variable, and the reflectance values for the whole range of the wavelengths as the independent variables. The number of latent variables was tuned using leave-one-out cross-validation by calculating the cross-validation root mean square error (RMSE) for each value from between 1 and 20. The validation spectra were then fed to the model exhibiting the lowest error, and the generated predictions compared with the SPAD chlorophyll estimates to obtain validation RMSE, normalized RMSE (NRMSE), and the $R^2$ statistics. To reproduce the original validation results, RMSE had to be normalized by dividing it by the mean chlorophyll concentration, rather than the standard deviation or range. Likewise, $R^2$ had to be calculated as the square of the correlation coefficient between the predicted and observed values, rather than derived from the sums of squares.

Application of feature selection

Next, the fitting of the PLS model to the calibration dataset was repeated, but in addition to the tuning of the latent variable number, feature selection was performed. Two approaches to feature selection were tested: a filter method based on the minimum redundancy, maximum relevance (MRMR) criterion, and a forward selection wrapper method.

Under the filtering approach, variables are evaluated independently of model fitting, according to a measure the value of which determines which of them will be discarded (Mehmood et al., 2012). In the MRMR method, this measure is the mutual information shared by the candidate feature and the predicted variable, reduced by the average mutual information shared by the candidate feature and the features already accepted for inclusion into the model. The mutual information is a function of the correlation coefficient (De Jay et al., 2013).

With wrapping, models are fitted to multiple pre-selected feature subsets, and the fit quality itself serves as the selection performance criterion, making it a computationally more demanding approach (Mehmood et al., 2012). The wrapper forward selection method is analogous to the forward selection in the stepwise regression: candidate
features are picked one by one from the feature pool, and their influence on the performance of the refitted model is assessed. The variable associated with the highest performance increase is kept in the model, and the process continues iteratively until there is no further improvement.

For each method, the present study aimed to obtain a series of models with the input feature number ranging from 2 to all 94 bands (i.e., no selection). In this way, the influence of feature selection intensity on the prediction quality could be investigated.

**Computational reproducibility**

The analysis was prepared with reproducibility in mind (Piccolo & Frampton, 2016). It was programmed in the R language (R Core Team, 2019), using the packages pls (Mevik et al., 2019) for model fitting, mRMR (De Jay et al., 2013) for assessing the MRMR criterion, and mlr (Bischl et al., 2016) for model tuning. GNU Make (Stallman et al., 2016) was used as the build tool, and GNU Guix enabled isolation and reproducibility of the software environment for performing the analysis (Courtès & Wurmus, 2015). The computational scripts are available from a Zenodo repository (Żelazny, 2020). On an IA-64 machine, the analysis took approximately 100 minutes without parallelization and excluding the time needed to set up the environment. The latter can last hours on the first run, depending on the state of the Guix store (Courtès & Wurmus, 2015) and availability of pre-compiled package substitutes. It is reduced to minutes on subsequent runs.

**RESULTS AND DISCUSSION**

**Visual data assessment**

![Figure 1](image)

**Figure 1.** a) Narrow-band spectra of experimental oat plots in the calibration and validation data subsets acquired using an unmanned aerial vehicle. Line hues reflect the differences in SPAD-estimated leaf chlorophyll concentrations. The figure can be rendered in color by running the computational scripts that accompany the article; b) Loadings in the partial least squares model for predicting leaf chlorophyll concentrations from the narrow-band spectra. The model is based on three bands obtained from minimum redundancy, maximum relevance filtering. Latent variable loadings are given in the parentheses, wavelength loadings are given on the y axis.

Fig. 1, a depicts the experimental plot spectra matched to the ground-truth data, analogously to Fig. 4 in Meij et al. (2017). High leaf chlorophyll concentration appears
to be associated with increased near infra-red reflectance and a steep red edge—both regions repeatedly considered important for chlorophyll prediction by earlier studies (Govender et al., 2009; Main et al., 2011). On the other hand, contrary to expectation, no apparent red-edge shift can be discerned. The calibration and validation spectra are well mixed in terms of the chlorophyll measurements, as can be expected from the stratified random partitioning, employed by the original study. Regarding the reflectance, the validation subset seems to cover a wider range of values than the calibration subset, but the difference is too small to raise concerns about a mismatch between the partitions.

Reproduction of Meij et al. (2017)

Despite the variety of existing PLS flavours and implementations, the attempt to reproduce the validation results of the Meij et al. (2017) paper turned out to be successful, with only NRMSE showing a slight deviation (Table 1, row ‘Reproduction’). However, as discussed above, the high number of bands contributing to the model make the ‘full-spectrum’ approach infeasible for practical application – at least until hyperspectral imagers become affordable (Aasen et al., 2018). In addition, the result of model tuning, which set the number of the latent variables to five, makes an insight into its workings challenging.

Table 1. Tuning parameters and validation statistics of the partial least squares models. Each model was calibrated using 28 spectra and validated using another set of 28 spectra.

<table>
<thead>
<tr>
<th>Study</th>
<th>Input bands</th>
<th>Latent variables</th>
<th>RMSE (g m⁻²)</th>
<th>NRMSE (%)</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meij et al. (2017)</td>
<td>94</td>
<td>5</td>
<td>0.17</td>
<td>23.82</td>
<td>0.57</td>
</tr>
<tr>
<td>Reproduction</td>
<td>94</td>
<td>5</td>
<td>0.17</td>
<td>23.75</td>
<td>0.57</td>
</tr>
<tr>
<td>Filter feature selection</td>
<td>19</td>
<td>7</td>
<td>0.21</td>
<td>28.36</td>
<td>0.52</td>
</tr>
<tr>
<td>Filter feature selection (truncated)</td>
<td>3</td>
<td>3</td>
<td>0.16</td>
<td>21.84</td>
<td>0.62</td>
</tr>
<tr>
<td>Wrapper feature selection</td>
<td>1</td>
<td>1</td>
<td>0.20</td>
<td>28.23</td>
<td>0.43</td>
</tr>
</tbody>
</table>

RMSE = root mean square error, NRMSE = normalized root mean square error.

Feature selection

The cross-validation results of models employing filter feature selection exhibit two local error minima (Fig. 2). The absolute minimum corresponds to 19 input bands, a much lower number than for the reference model, but still too high for developing reasonably priced specialized device. What is more, the model shows higher validation error and involves even more latent variables (seven) than the reproduction model (Table 1, ‘Filter feature selection’).

Conversely, three wavelengths, as in the second minimum, seem a good middle-ground between technical feasibility and expected estimation error. The fact that the number of latent variables in PLS regression cannot exceed the number of inputs contributes to the model interpretability. Notable is the improvement of the validation statistics (Table 1, ‘Filter feature selection (truncated)’), which corroborates the positive influence of feature selection on prediction accuracy (Mehmood et al., 2012). Although the obtained gains may seem modest, one should consider other advantages offered by feature selection, such as the reduced cost of a specialized imager (Govender et al., 2009), more efficient data acquisition (Yang et al., 2013; Zhang & He, 2013), and
smaller volumes of the collected data (Zhang & He, 2013). On a closer examination, the model appears to give accurate predictions for low levels of chlorophyll, but its performance deteriorates above the level of about 0.75 g m$^{-2}$ (Fig. 3). A similar pattern occurred in the Kanning et al. (2018) pushbroom imager study. An attempt to further improve the prediction quality could be made by log-transforming the chlorophyll content values prior to modelling.

Fig. 1, b depicts the band loadings for each latent variable and the latent variable loadings of this model. The chlorophyll content is, thus, predicted as $LCC = 6.3 \ PLS_1 + 4.0 \ PLS_2 + 7.5 \ PLS_3$. The value of the first component $PLS_1 = 0.0 \ r_{455} - 0.1 \ r_{710} + 1.0 \ r_{775}$ corresponds to the near infra-red reflectance, in accordance with the visual assessment, above. The second component $PLS_2 = -0.7 \ r_{455} - 1.0 \ r_{710} - 0.1 \ r_{775}$ includes the bottom part of the red edge and, interestingly, a blue band, it can be interpreted as canopy darkness (low visible albedo), and linked to the absorbance in the photosynthetically-active spectral region. The third component value $PLS_3 = 1.0 \ r_{455} + 0.0 \ r_{710} + 0.0 \ r_{775}$ is determined by canopy blueness (blue hue intensity).

Wavelength combinations similar to the one picked by the filtering algorithm seldom occur in vegetation index formulations. They can be found in the Enhanced Vegetation Index (Gao et al., 2000), the Structure Insensitive Pigment Index (Peñuelas et al., 1995), the Modified Simple Ratio, and the Modified Normalized Difference (mND$_{705}$) (Sims & Gamon, 2002). No such index was investigated by Meij et al. (2017). In the study by Main et al. (2011), the first three indexes fared poorly when used for predicting chlorophyll content in maize leaves at various developmental stages. The authors attribute this to the weak relationship between the blue spectral region and the leaf chlorophyll concentration.

Regarding mND$_{705}$, it was among the best-performing indexes in Main et al. (2011), and in Miao et al. (2009) – also a maize study. On the other hand, it occurred to be a poor predictor of chlorophyll content in rice (Moharana & Dutta, 2016). The mND$_{705}$ index formula includes blue reflectance as a way to account for specular reflectance (Sims & Gamon, 2002). The third latent variable of the discussed PLS model may play the same role.

Alternatively, it may adjust for Rayleigh scattering. According to Beisl et al. (2008), atmospheric effects occur even in low-altitude airborne remote sensing applications. Although the analysed dataset has been subjected to atmospheric correction, it was based on a single reference panel measurement (Meij et al., 2017). The weakness of this approach is the assumption of constant illumination conditions as
individual images are acquired. The blue band information may account for the residual error that still remained after the correction.

The forward selection within the wrapper approach stopped after picking one band (775 nm), thus reducing the PLS model to a classical regression model with a single independent variable. The selected wavelength lies in the near infra-red spectral region, which agrees with the observation from the visual assessment, above. According to the validation statistics (Table 1 ‘Wrapper feature selection’), despite its extreme simplicity, the model performs surprisingly well in terms of RMSE. However, the low $R^2$ value puts in question the feasibility of its practical use. Moreover, like the preceding model, it exhibits uneven prediction quality for various levels of chlorophyll (Fig. 3).
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Figure 3. Prediction error patterns of the studied models with respect to the ground-truth data.

In the light of this finding, it can be recommended to avoid wrapper selection for chlorophyll content prediction, especially considering the substantial computational demands of this approach (Ding & Peng, 2005; Mehmood et al., 2012). Conversely, the encouraging results attained with MRMR suggest high potential of the filter strategy towards picking highly predictive spectral bands. The MRMR criterion seems particularly well-suited to data acquired using optical remote sensing methods. As reflectance measurements exhibit substantial spectral autocorrelation (Karimi et al., 2008; Verrelst et al., 2019), a naive algorithm could pick a set of neighbouring bands, with information content barely exceeding that of a single band. The ‘minimum redundancy’ aspect of MRMR avoids this issue by taking correlations between features.
into consideration (Ding & Peng, 2005). Still future research might consider examination of feature selection methods from the filter family. The performance of the three classes of methods reviewed by Mehmood et al. (2012): based on loading weights, regression coefficients, and variable importance in projection; could be compared, for instance.

**Possibilities of assessing and improving study generalizability**

The present study illustrates the application of feature selection for obtaining a parsimonious predictive model with high interpretability. Just as omitting model cross-validation can lead to over-fitting, a model that performs well on a single validation dataset does not necessarily generalize to new circumstances. This is especially true for unstable models, whose parameters change radically in response to even slight modification of the training data.

In the present study, an improvement of validation statistics was obtained after filtering the spectral bands using the MRMR algorithm. As highlighted by De Jay et al. (2013), the algorithm in its original form produces results that are unstable with respect to data modifications. The cited authors proposed an ensemble extension of the filter to stabilize its output.

Ensemble modelling has been shown to improve prediction accuracy, as exemplified by random forests (Breiman, 2001), and enable interval estimation, as exemplified by bootstrap methods (Wood, 2005). Its obvious application in the discussed study would be to abandon the fixed data partitioning, which was inherited from Meij et al. (2017), in favour of multiple analyses, each based on a different assignment of the data points to the calibration and validation subsets. By the subsequent aggregation of the obtained partial results, the stability of the best performing models could be assessed – not only with respect to the selected wavelengths, but also to their loadings and validation statistics.

Two candidate models fitted to filtered bands were elected by hand for further evaluation based on CV RMSE and feature selection intensity as an auxiliary criterion. Repeated data partitioning would result in proliferation of models, making the manual approach unfeasible. Replacing it with an algorithm would necessitate taking both optimization criteria into account, which can be accomplished with aid of model-based multi-objective optimization (Horn et al., 2015).

These avenues could not have been taken due to high computational complexity involved, especially if wrapper feature selection were also included. In the future, an adaptation of the analysis for an execution in a high-performance computing environment might be attempted. At that point, an extension of the study to include ensemble modelling would become feasible.

An evident weakness of both the present and the original Meij et al. (2017) study is the fact that the ground-truth data were obtained using a SPAD chlorophyll meter, and thus include spectroscopic estimation errors (Uddling et al., 2007). It is possible that similar errors present in the discussed PLS results become masked in the consequence, leading to overoptimistic validation statistics. Therefore, it would be desirable to replicate the study using laboratory analyses for the ground truth, instead.

Spectral responses of leaf pigments differ across plant genotypes. Although the chlorophyll signal is readily discernible in a leaf or canopy spectrum (Ollinger, 2011), the reflectance is modified by additional factors. They include leaf and canopy anatomy and morphology (Asner, 1998; Jacquemoud & Ustin, 2001; Ollinger, 2011) and spectral
properties of additional foliar pigments present in the tissues (Jacquemoud & Ustin, 2001; Ollinger, 2011). Research is needed to establish whether feature selection can yield a set of bands that enable calibration of models for chlorophyll content estimation in multiple crops, and how big this set needs to be for the models to be accurate.

CONCLUSIONS

Filtering of bands according to the minimum redundancy, maximum relevance criterion can improve the performance of a partial least squares model aimed at oat leaf chlorophyll prediction from airborne hyperspectral imagery. Chlorophyll concentration can be estimated from near infra-red reflectance, canopy darkness, and its blueness. The obtained size of the feature space (three bands in the present study) is sufficiently small for the development of affordable single-purpose imagers. Although a wrapper approach based on forward feature selection can yield an even more parsimonious model, the resulting prediction quality is not satisfactory. The robustness of the findings remains to be investigated using an ensemble of dataset partitionings and ground truth obtained from laboratory analyses based on samples collected from multiple crops.
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