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Municipal organic solid waste composting: development of a tele-monitoring and automation control system
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Abstract. The Organic Solid Waste (OSW) generation have experienced high growth in the last decades. Moreover, the treatment and management of them have become a priority in the environmental policy of many cities, due to the sanitary and environmental problems related to the OSW elimination. Between 2 and 3 metric tons per day of organic residues are generated in the local market square of Fusagasugá-Colombia, without having any transformation program or technological alternatives for their decomposition. This paper presents the design and implementation of an experimental reactor for composting that includes a measurement stage, signal conditioning, data acquisition (DAQ), and data storage, together with a control and telemetric supervision system through a Human-Machine Interface (HMI), which allows manipulation of some key variables of the composting process remotely via the Internet.
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INTRODUCTION

A compost is a material with plenty of plant nutrients, is very useful as organic fertilizer for soil crops, and is produced by the decomposition of organic matter from plant and animal residues, done by microorganisms in an adequate humidity, pH and oxygen environment.

In recent years, considerable studies have been done on organic solid waste composting. In (Xiao et al., 2017; Wu et al., 2019) a review of recent development in solid waste composting is provided. In (Petiot & de Guardi, 2004) a method of composting is presented to manage heat balance and oxygen and moisture supply to microorganisms. A similar method is introduced in (Kadir et al., 2016; Taeporamaysamai & Ratanatamskul, 2016). However, technological processes can improve production times or production quality (Rodríguez & Córdova, 2006; Gómez, 2017; Galeano, 2018). In (Peña, 2011), it is provided that to obtain a mixture with high energy content, it is needed an adequate proportion of materials with a rich content of Carbon and Nitrogen; then those materials are chopped to improve the speed of
microorganism biodegradation (Ameziane et al., 2020). As can be seen, to improve the composting time and quality it is need to control the process.

In (Luo et al., 2014; Jiang et al., 2015; Avidov et al., 2017; Soto-Paz et al., 2019b) review of turning techniques are done, that is to say, the process that homogeneously mixes the organic matter, the substrate soil and the atmosphere inside the reactor, improving the chemical properties like pH and oxygen concentration and homogenizing the temperature in its thermophile phase. In (Xiao et al., 2017), a review of recent development in biochar utilization as an additive in organic solid waste composting has been presented. Furthermore, it is founded that biochar addition in composting can improve compost mixture properties and microbial activities, reduce greenhouse gas emissions and upgrade compost quality.

Although the compost of organic matter is a natural process, ideally the compost production should be a fast, low energy process with a hygiene standard in production (Alvarado, 2018). This is achieved by controlling important variables like aeration, Carbon-to-Nitrogen ratio (C/N) and temperature and humidity (Mayorga, 2016). In (Hemidat et al., 2018) it is monitored the bio-waste composting process in Jordan to evaluate the final product quality. This control process is monitoring the temperature, moisture and oxygen content of the reactor. The effects of using remote control on the biowaste compost quality can be found in (Lozada, 2020). It is shown that this method has improved the composting time as well as its quality. In (Soto-Paz et al., 2019a) an approach to optimize the biowaste composting using machine learning methods is presented. However, in the literature it can found a gap between control process and Human-Machine Interface methods to measure stages, signal conditioning, data acquisition (DAQ), and data storage, together with a control and telemetric supervision.

For this reason, in this study to improve the composting efficiency with a control and telemetric supervision system, a new HMI system applied to the Organic Solid Waste (OSW) reactor. Furthermore, this paper shows a process of characterization for the Organic Solid Waste (OSW) produced in the local market of Fusagasugá, with both plant and animal type of residues. Similar to (Yimy Garcia et al., 2014) in this paper the prototype construction and startup are done in three phases: The first phase is a preliminary research about quantification and characterization of OSW, and a basic prototype design. In the second phase, the basic prototype is built and first laboratory experiments are done. In the third phase, a final prototype reactor is built and the basic operation manual is written.

The results of experiment approved that the compost produced adequate physical characteristics and compost quality. Due to the precise control over the composting environment inside the reactor, the process time was reduced.

**PHYSICAL DESIGN OF THE EXPERIMENTAL REACTOR**

A preliminary reactor structure design is designed and implemented using CAD software. Then an instrumentation system is added to the physical reactor, together with a temperature and humidity control system and a HMI for remote adjustment and supervision of the system.

The physical design is based on a drum-type closed system (Peña, 2011), because this design allows process speedup compared with an open system exposed to the atmosphere and also allows a fine control of the environment inside the reactor chamber.
This design also has a blade system for mixture homogenization inside the reactor. This physical model is presented in the Fig. 1.

As presented in (Soto-Paz et al., 2019b), to improve the thermophilic phase peak, a reactor with a special rotation system can be used. In this rotation system a set of rotating opposite blades are connected to a rotating shaft in the center of the reactor. The 3D model of this system can be seen in the Fig. 2.

After confirming the results of simulations, the prototype reactor is built. In order to build this system, a 42 US gallons barrel with an isolated anti-corrosive coating is used as the reactor base. In this system, the rotating blades are made of 12-sheet metal and the rotating shaft is made of 2-caliber steel pipe (Fig. 3). Both the blades and the shaft have an isolated anti-corrosive coating.

**ORGANIC MATTER TRANSFORMATION PROCESS**

**OSW characterization phase**

To implement the composting process of the OSW produced in the local market of Fusagasugá, several methods for residue management are studied to get approximate characteristics and conditions of the generated OSW destined for a composting process. For the quantization and characteristics of the OSW a grouping based on the residue type (organic or inorganic) is done by using awnings, plastic bags, gloves, a scale, a residue crusher, the prototype reactor, a thermometer, a PH meter and a humidity sensor. The results are shown in the Table 1.

Table 1 shows that in municipal residues, the amount of organic waste is greater than the inorganic residues. The organic part includes shells, husks, fruits, vegetables, leaves, seeds and aromatic herbs. These residues are crushed to a size of 1 to 6 cm (Herodes et al., 2018). This allows a better decomposition of microorganisms, as well as homogeneous materials are also obtained at the end of the process.
Table 1. Results for separation and characterization of OSW

<table>
<thead>
<tr>
<th>No. Garbage cans</th>
<th>Total weight: 140.35 kg</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORGANIC WASTE</td>
<td>INORGANIC WASTE</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>No. Weighing</th>
<th>Weight, kg</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14.3</td>
<td>Polystyrene, Plastic, Bottles</td>
</tr>
<tr>
<td>2</td>
<td>14.85</td>
<td>Metals, porcelains, cable</td>
</tr>
<tr>
<td>3</td>
<td>11.32</td>
<td>Paperboard and paper</td>
</tr>
<tr>
<td>4</td>
<td>15.79</td>
<td>wood</td>
</tr>
<tr>
<td>5</td>
<td>12.02</td>
<td>Others (soap)</td>
</tr>
<tr>
<td>6</td>
<td>12.54</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>26.59</td>
<td>Total Inorganic Waste 9.43 kg</td>
</tr>
<tr>
<td>Leaves</td>
<td>22.43</td>
<td></td>
</tr>
<tr>
<td>Animal waste</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Total organic waste</td>
<td>130.84</td>
<td></td>
</tr>
</tbody>
</table>

In the Fig. 4, it is shown the separation and weighting process for OSW, for this step, it was necessary to use plastic bags, gloves and a scale.

At a municipal level, specifically for the OSW generation in Fusagasugá, according to studies of garbage collection routes done by the Fusagasugá public utility Emserfusa in 2011, each habitant generates 0.6 kg per day averagely. Comparing the characterization described before in Table 1 with the characterization at municipal level done by the integral solid waste management government program (in Spanish Programa gubernamental de Gestión Integral de los residuos Sólidos - PGIRS) in Table 2, both are similar although it is found that a bigger proportion of OSW is found in the local market.

Regarding the final garbage disposal, up until a few years ago, the town used a 7-hectare open-air landfill to store solid garbage generated by the residents. However, the Autonomous Regional Cundinamarca Corporation (CAR) canceled the authorization for garbage disposal in this site, attending to Resolution 1045 of 2003, which establish the shutdown of all open-air landfills. Later then, collected garbage is done in the Nuevo Mondoñedo landfill, with higher transportation costs for 72 metric tons a day of solid residues (Galeano, 2018).

According to the PGIRS (Galeano, 2018), the Fusagasugá city hall is wasting the opportunity to get additional income due to OSW recycling. It is shown that more than 55% of OSW can be recycled to produce useful materials for different productive

Table 2. Municipal solid waste separation (Galeano Barrios, 2018)

<table>
<thead>
<tr>
<th>Material</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recyclables material</td>
<td></td>
</tr>
<tr>
<td>Plastics</td>
<td>6.03</td>
</tr>
<tr>
<td>Paperboard</td>
<td>1.98</td>
</tr>
<tr>
<td>Recyclable paper</td>
<td>11.35</td>
</tr>
<tr>
<td>Textile</td>
<td>0.11</td>
</tr>
<tr>
<td>Glass</td>
<td>11.35</td>
</tr>
<tr>
<td>Bone</td>
<td>0.18</td>
</tr>
<tr>
<td>Burnable material</td>
<td>0.0</td>
</tr>
<tr>
<td>Wood</td>
<td>0.84</td>
</tr>
<tr>
<td>Organic matter</td>
<td>64.67</td>
</tr>
</tbody>
</table>
sectors; some of them can be processed by different options like composting or biogas production.

Particularly, in the space study that is the local market called ‘La Galería’, the local waste disposal service company (Emserfusa) informs that about 2 to 3 tons of OSW are produced daily, and unfortunately, this company does not have a proper waste management and recycling program.

**Crush and triturate phase of organic material**

Particle size is a key factor at the beginning of microbiologic activity for composting process, and for the result of the processed compost. In a compost with homogeneous particle size and shape, the microorganisms have better capacity for organic degradation; bigger particles have little contact surface for the degrading action of microorganisms and extending the processing time. Ideal particle size is between 3 cm to 6 cm (Alcantara & Roxana, 2018).

Due to the size of the organic materials previously characterized in the previous step, in order to improve the microorganism decomposition, process the organic material must have a bigger contact surface (Malat’ák et al., 2016). For this purpose, the OSW must be crushed and shredded through some mechanical treatments shown in Fig. 5. Type and intensity of the mechanical treatment depends on the structure, shape and size of the residues.

![Figure 5. Organic material crusher (left) and plant material disposed in the reactor (right).](image)

**Carbon Nitrogen ratio (C/N)**

The two essential elements involved in the composting process are Carbon and Nitrogen; its correct balance allows getting a high-energy mix. In order to get this desired high-energy mix, an adequate proportion of materials rich in Carbon and Nitrogen. Eq. (1) allows calculating the weight proportion between Carbon-rich material and Nitrogen-rich material. Eq. (2).

\[
\frac{C}{N} > 30 \quad (1)
\]

\[
\frac{C}{N} < 30 \quad (2)
\]

\[
x = \frac{(30 \cdot N_N) - C_N}{C_C - (30 \cdot N_C)} \quad (3)
\]

where \(x\) = weight amount of Carbon-rich material; \(N_N\) = % of Nitrogen, in the Nitrogen-rich material; \(C_N\) = % of Carbon, in the Nitrogen-rich material; \(N_C\) = % of Nitrogen, in the Carbon-rich material; \(C_C\) = % of Carbon, in the Carbon-rich material.

The optimal Carbon-to-Nitrogen ratio (C/N) for composting process is 30 to 1. For experimentation, trials with rice husks was used with a C/N of 30.02.

\[
x = \frac{(30 \cdot 2.12) - 44.07}{30.42 - (30 \cdot 0.78)} = 2.782 \quad (4)
\]
From the results shown in Eq. (4), a mix with a ratio of 2.8 weight parts of rice husks by 1 weight part of OSW must be used. However, the husk volume was not adequate and it gives a medium carbon contribution to the mix.

For the last two trials, a mix with sawdust gave excellent results because of their C/N ratio; sawdust has 51.90% of Carbon contribution.

\[
x = \frac{(30 \times 2.12) - 44.07}{51.90 - (30 \times 0.06)} = 0.398
\]  

According to Eq. 5), a mix of 0.4 weight parts of sawdust by 1 weight part of OSW must be used. Using this mix, the sawdust gives an adequate volume for the compost and a high Carbon contribution to the mix, an essential element for microorganism energy source. Using sawdust, an initial C/N ratio between 25 and 30 can be obtained for the beginning of the composting process, enough to get a mature compost with a final C/N ratio between 12 and 15. It is said that a compost with a final C/N ratio below 12 is ideally used for agricultural use (Bazrafshan et al., 2016; Romero-Cuero et al., 2016).

**Humidity - temperature behavior**

Using two physicochemical variables, temperature and humidity, the composting process can be evaluated and controlled (Robledo, 2018).

As shown in Fig. 6, the comparison between a reference pile covered by plastic and the compost processed by the proposed reactor with the sufficient physical conditions for composting process are performed.

The results of the experiments show that the compost in the prototype reactor reaches a temperature of 60 °C, while this temperature reaches 55 °C by the reference pile. This temperature cannot be maintained for a long time, because when the temperature reaches 50 °C, the rotation process takes place in order to supply oxygen to the microorganisms of the compost (Benjawan et al., 2015). As can be seen in Fig. 6, the temperature stabilizes after 12 days.

![Figure 6. Composting Temperature vs Time.](image)

![Figure 7. Composting Humidity vs Time.](image)

As shown in Fig. 7, the humidity content of the materials used in the trials is high. However, from day 24 humidity in the prototype reactor is stabilized, as opposite to the reference pile that is stabilized up to day 38.

**Physical Variables- Microorganisms Correlation**

It is essential to correlate the Temperature (°C) and the amount of CFU g⁻¹ of sample throughout the composting process. Due to this, a descriptive graph of the three
phases of composting was made together with the Temperature reached in each of these as observed in Fig. 8.

Figure 8. Compost temperature vs. Amount of CFU in each Phase.

In Fig. 8, the temperature line is starting with an ambient temperature where mesophilic bacteria and fungi initiate the degradation of organic matter until achieving homogeneity and accelerating the process during the first days. There the matter is acidified and the temperature later in the thermophilic stage reaches up to about 61 °C. When the temperature decreases, Actinomycetes continue to reproduce, unlike the bacteria that disappear due to the demand for food and energy that they suffered at the end of the thermophilic stage. The variation of temperature in the piles is one of the most important factors. In this study, the Correlation Coefficient (r) is 0.953. This value that is between 0.9 and 1.0 indicates that the variables Temperature and CFU g⁻¹ are highly correlated.

TEMPERATURE AND HUMIDITY SENSORS

Instrumentation is a process based on the signal conditioning from the sensors used in a controlled environment. It is necessary to set the sensors optimal range of operation, with the maximum and minimum values. Once the sensors are selected for this application, sensor operation is analyzed and conditioning circuits for them are designed.

Humidity sensor
A common sensor is used to obtain humidity as shown in Fig. 9. Using this sensor, two parameters can be obtained namely the analog voltage corresponding to the humidity, and the digital output as an adjustable threshold.
Due to the high humidity content of the organic matter used in the prototype reactor, it is not necessary to use an additional system to supply water to the mix. However, a drying process controlled by HMI is required to reduce the humidity content of the mixture. The controller is such that an alarm is triggered when the humidity exceeds below the desired level (about 55%).

**Temperature sensor**

A PT100 sensor is used due to its simple structure and lineal behavior. However a Wheatstone bridge is used, in order to increase its sensitivity (García, 2014). The 1NA106 is also used to amplify voltage of Wheatstone bridge. This amplifier has the ability to increase the voltage 10 times and is suitable for connecting this signal to a microcontroller or development board like Arduino.

Because the desired temperature of the organic matter is regulated by microbial action and artificial heating, a controlled water supply system using a 12-volt electric pump, along with a valve, a water tank and a nebulizer system are used to water the organic matter as homogeneous as possible. The control system of the water circuit is shown in the Fig. 10.

A hot air circulatory system to perform the aerobic process. This system is responsible for controlling the oxygen level and temperature of the organic matter in the reactor. As can be seen from the Fig. 11, the heating system adjusts the system temperature using electrical resistors. These resistors can provide a maximum of 1,440 W of heat power and are controlled by a AC-AC PWM converter. In addition, using a turbine, airflow is created in the direction of the reactor.

The existence of this process with constant airflow and variable temperature over time is essential to accelerate the degradation of OSW.
Design and implementation of the temperature control

In the natural composting process, the temperature is not uniform. The higher temperatures are produced in the middle of the pile and lower temperatures at the ends. In addition, there is a maximum temperature difference in the thermophile stage. As mentioned, the activity of microorganisms decreases at low temperatures. For this purpose, a temperature control system has been designed to maintain a constant temperature in all parts of the pile. In order to design the controller, the system under review becomes linear by using the IDENT tool in MATLAB (Fig. 12). As a result, the transfer function achieved and an appropriate PID controller with a delay time of 40 seconds designed to control the system (Fig. 13).

**HUMAN MACHINE INTERFACE (HMI)**

The HMI for the reactor prototype is defined for monitoring and controlling the system parameters (airflow, watering and heating) via the Internet. The HMI diagram can be seen from the Fig. 14 and Fig. 15. In this study similar to (García, 2014), it is used Labview software to create HMI.

At the geographic location of the workshop, it is possible to use an Ethernet-based local area network (LAN) to connect the workshop and the Arduino module. For this purpose, a UDP-based communication is used because of its simple structure and fast response.

The sample time of the control system is 2 minutes, Due to the slow dynamics of the prototype reactor system. In addition, for the remote communication the ‘Web Publishing Tool’ tool of the LabVIEW is used. This tool runs a web server in the computer running the HMI that serves an HTML page with the same content visualized in the HMI. Therefore, users

![Step response for temperature](image)

**Figure 12. Step response for temperature.**

![Simulink model controller](image)

**Figure 13. Simulink model controller.**

![HMI Flowchart](image)

**Figure 14. HMI Flowchart.**
can view all stages of development in real time. The panel control viewed can be seen from the Fig. 16.

Figure 15. HMI Block Diagram.

Figure 16. View of HMI control panel from a web navigator.

DISCUSSION

Microbiological analysis of the mesophilic phase for composting in the prototype reactor

Nowadays, composting process is a complex activity that farmers do to obtain an organic fertilizer. However, for agricultural use this fertilizer need a certain quality level that depends of, among many things, microbiological activity on the composting process. For that reason, in the non-industrial scale it is essential to know each composting phase
and characterize the microorganism responsible of OSW decomposition process (Ahmadi et al., 2020).

In Table 3, it is shown the laboratory analysis results from the first phase of composting; these results are shown in terms of colony-forming units (CFU) for bacteria, fungus, pseudomonas and yeast. This analysis of the first composting phase, mesophilic phase, was done in the laboratory ‘Dr. Calderón’ in Bogotá D.C., Colombia on March 2014.

In the Table 3 it is shown in detail that the result 3 from the mesophilic bacteria is the highest, meaning that these bacteria has the largest population measured in CFU in this phase. A brief explanation for this largest population is that these bacteria are responsible of the decomposition of lignin and other nitrogen-rich compounds to transform in Carbon. The thermophile bacteria use this Carbon in the next phase (thermophilic phase), those bacteria require high amounts of Carbon to raise the temperature in this phase. It must be noted that these bacteria are essential for initialize and activate all the process needed for composting, without mesophilic bacteria, it is impossible to degrade the organic matter.

The second highest microorganism population in terms of CFU for the first composting phase are the Pseudomonas. These microorganisms are important in the mesophilic phase for the decomposition of plant material like fruits, stems and leaves. It should be noted that pseudomonas also causes some plant diseases and those are initially found in past infected crops. Then in the thermophilic phase, its higher temperature (over 60 °C) kills the pseudomonas. Compost quality highly depends on this thermophilic phase because any pseudomonas that keep alive after this phase could cause plant diseases transmitted from the compost fertilizer.

Last in the result table, it is shown that both items 1 and 2 (fungus and yeast) had lower CFU because these microorganisms are not involved in organic matter decomposition and remain dormant until the decomposition of nitrogen-rich matter (Escobar et al., 2020). In the next two phases, it is observed an exponential growth of these two microorganism groups.

### Table 3. Laboratory Analysis results mesophilic phase

<table>
<thead>
<tr>
<th>Results No.</th>
<th>Scientific name</th>
<th>Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fungus</td>
<td>&lt; 10 CFU g⁻¹</td>
</tr>
<tr>
<td>2</td>
<td>Yeast</td>
<td>11×10 E 7 CFU g⁻¹</td>
</tr>
<tr>
<td>3</td>
<td>Mesophilic Bacteria</td>
<td>24×10 E 7 CFU g⁻¹</td>
</tr>
<tr>
<td>4</td>
<td>Pseudomonas</td>
<td>17×10 E 5 CFU g⁻¹</td>
</tr>
</tbody>
</table>

Quality and elaboration time of the compost

In order to check the quality and elaboration time of the compost, a comparison was done between a monitored conventional composting pile and the proposed prototype reactor with all the instrumentation, data acquisition and the manual turning mechanism. In many composting techniques it is unknown which microorganisms are responsible of organic material decomposition, and therefore the physicochemical factors involved in this process (Porras, 2016). Based on this, it can be said that the success in a composting process depends on the correct management of the physicochemical conditions inside the designed prototype reactor. A quality control analysis from a compost test produced was done; the results are show in Table 4.
The first quality parameter was the apparent density; according to (Storino et al., 2014) and its work on organic residue management, it can be considered that an ideal compost with adequate particle distribution and organic content had an apparent density between 0.2 and 0.5 g cm⁻³. Compost produced in the tests done in the prototype reactor were around 0.2 g cm⁻³, therefore it is in the ideal range.

The next quality parameter is the pH; measured values in the tests done were of 7.5, this value can be seen as near neutral or that it tends to neutrality. Moreover, in (Arregui Arellano et al., 2018) work about substrates composition in agriculture, they proposed that the electrical conductivity, as an indicator of salts concentration in a substrate for soil adjustment, should not exceed 100 dS m⁻¹. Measured electrical conductivity was around 23.8 dS m⁻¹, therefore it can be said that the compost met ideal characteristics by having low salt concentration, essential for a substrate used in agriculture.

Another quality parameter is relative humidity; its measurement was found below 30% that means the substrate has an adequate stability conditions. Furthermore, mention the ash content that is related to mineral content, with an 18% being a good mineral content. Substrates obtained in the tests measured around 25.87% of ash content, which means a very good mineral content.

Regarding the Total Oxidizable Organic Carbon, the laboratory ‘Agrilab’ in Bogotá states that the minimum value for an organic fertilizer should be around 15%, elaborated compost in the tests is slightly higher showing adequate contents of humic and fulvic acids. In addition, about C/N ratio proposes a value between 25 and 30 as the ideal proportion. However, the elaborated compost in the tests had lower proportions and it was necessary to add carbon-rich materials like rice husks, sawdust or other materials with high carbon content. Quality measurement of this C/N ratio for the elaborated compost returned a value of 11.09. In (Ballardo et al., 2017), a compost reactor with enhanced biopesticide properties through solid-state fermentation of biowaste is presented. The process time of this reactor is about 50 days to reach to its ideal results. In (Zhang & Sun, 2016) the bacteria and fungi peak values can approximately reach to

Table 4. Compost Quality Control Analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry-Bulk Density</td>
<td>0.200</td>
<td>g cm⁻³</td>
</tr>
<tr>
<td>Ph Satured paste</td>
<td>7.54</td>
<td>%</td>
</tr>
<tr>
<td>E.C Saturation Extract</td>
<td>23.80</td>
<td>dS m⁻¹</td>
</tr>
<tr>
<td>Moisture</td>
<td>31.89</td>
<td>%</td>
</tr>
<tr>
<td>Ashes</td>
<td>25.87</td>
<td>%</td>
</tr>
<tr>
<td>Acid Insoluble Residue</td>
<td>16.71</td>
<td>%</td>
</tr>
<tr>
<td>Cation-exchange capacity or CEC</td>
<td>31.19</td>
<td>meg/100</td>
</tr>
<tr>
<td>Total Nitrogen</td>
<td>1.47</td>
<td>%</td>
</tr>
<tr>
<td>Total Potassium</td>
<td>2.13</td>
<td>%</td>
</tr>
<tr>
<td>Total P2O5</td>
<td>0.68</td>
<td>%</td>
</tr>
<tr>
<td>Total MgO</td>
<td>0.44</td>
<td>%</td>
</tr>
<tr>
<td>Total K2O</td>
<td>2.56</td>
<td>%</td>
</tr>
<tr>
<td>Total CaO</td>
<td>1.98</td>
<td>%</td>
</tr>
<tr>
<td>Total Calcium</td>
<td>1.41</td>
<td>%</td>
</tr>
<tr>
<td>Total Magnesium</td>
<td>0.27</td>
<td>%</td>
</tr>
<tr>
<td>Total phosphorus</td>
<td>0.30</td>
<td>%</td>
</tr>
<tr>
<td>Sulfur</td>
<td>0.06</td>
<td>%</td>
</tr>
<tr>
<td>Boron</td>
<td>0.005</td>
<td>%</td>
</tr>
<tr>
<td>Cupper</td>
<td>0.001</td>
<td>%</td>
</tr>
<tr>
<td>Manganese</td>
<td>0.03</td>
<td>%</td>
</tr>
<tr>
<td>Iron</td>
<td>0.39</td>
<td>%</td>
</tr>
<tr>
<td>Zinc</td>
<td>0.007</td>
<td>%</td>
</tr>
<tr>
<td>Sodium</td>
<td>0.18</td>
<td>%</td>
</tr>
<tr>
<td>Total Oxidizable Organic Carbon</td>
<td>16.31</td>
<td>%</td>
</tr>
<tr>
<td>Carbon-to Nitrogen Ratio C/N</td>
<td>11.09</td>
<td>%</td>
</tr>
<tr>
<td>Moisture Retention</td>
<td>147.58</td>
<td>%</td>
</tr>
<tr>
<td>volatilization losses</td>
<td>42.24</td>
<td>%</td>
</tr>
</tbody>
</table>
19 (log₁₀ CFU g⁻¹) and 10 (log₁₀ CFU g⁻¹). The time needs to reach the final result in (Jalili et al., 2019) is about 60 days. In the mentioned study, the PH value after composting process the PH value finds a value of approximately 7.75. Furthermore, the C/N ratio has a value of 13. By comparing the results obtained in this investigation with the mentioned studies, it can be find that by applying the proposed control method in compost production, not only the time required for compost production is reduced but also the quality of the obtained results is improved. These benefits will also reduce energy consumption and improve the overall efficiency of the system.

CONCLUSIONS

This paper showed that the implementation of a closed system for compost elaboration minimized the climatic induced variations compared to the traditional composting piles. The installed controller could reduce the temperature variations inside the experimental reactor due to the composting process. Continuous measurement and data storage of the temperature and humidity by the HMI showed that environmental conditions affect organic material inside the reactor, particularly in the compost surface regions.

The experiment approved that the compost produced in this project maintained adequate physical characteristics like smell, color, C/N ratio and particle size; and it could be stated that this compost had a high quality standard. Because of the precise control over the composting environment inside the reactor, the process time was reduced up to 30%; from 65 days on the reference pile to 45 days in the experimental reactor. Furthermore, microbiological analysis performed from samples of experiments made in the prototype reactor showed the presence of bacteria, fungus and particularly actinobacteria; essential microorganisms for the decomposition process involved in quality composting production. This was evidenced by the laboratory analysis done in the certified laboratories ‘Dr. Calderón’ in accordance with the national standard NTC5167.

This project demonstrated to the local merchants of the local market ‘La Galería’ that it is possible to reduce the environmental impact due to the organic residues produced there. Future work will be focused in the automation of the turning process, the design and implementation of a large-scale reactor and the implementation of an OSW management program for the Fusagasugá local market ‘La Galería’.
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Lighting source as cause of changes in cucumbers’ physiology and morphology
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Abstract. The demand of fresh fruits and vegetables is growing. Therefore cultivation of them is essential all year round. The growth in the dark period of a year is not imaginable without artificial lighting sources. Therefore the experiments were carried out to investigate the effects of three different lighting sources on the growth of cucumbers at the early stages of development. Plants were grown in the polycarbonate greenhouse under three different lighting sources: Led cob Helle top LED 280, induction lamp and high pressure sodium lamp Helle magna. Cucumbers were grown in 16h photoperiod with PAR at the tips of plants 200 ± 20 µmol m−2 s−1. Plant growth parameters, specific leaf area, pigments, phenols and flavonoids content in leaves, leaf light reflection parameters were determined. Results showed that cucumber plants grown under Led cob Helle top LED 280 in average were smaller, with less chlorophyll, carotenoids and phenols, but leaves have higher chlorophyll a and b ratio and specific leaf area in comparison with traditionally used in greenhouses High Presure Sodium Lamps (HPSL). Cucumber plants grown under Induction lamp in average were shorter, but with larger leaf area, with higher chlorophyll and carotenoids content, but decreased phenols content in comparison with HPSL. Lichtenthaler index 1 (LIC1) and NDVI are useful for assessing the physiological state of cucumber plants. Despite the fact that the plants grow well and develop normally under all lamps, the results show that sodium lamps are the most suitable for cucumbers. Further research is needed to adjust LED lighting for cucumber cultivation.

Key words: Cucumis sativus, LED, plant pigments, biochemical parameters, NDVI.

INTRODUCTION

The demand of fresh fruits and vegetables is growing. Therefore cultivation of them is essential all year round. Global change and development of technology provides new opportunities for influencing plant growth. The growth in the dark period of the year is not imaginable without artificial lighting sources. Development of high intensity light emitting diodes (LEDs) gives new opportunities for optimisation of light in horticulture (Dueck et al., 2016). LEDs have many benefits: they are easily integrated into digital
control system, they are safer to operate, and they are cooler in comparison with High Pressure Sodium Lamps (HPSL). As light output increases while devise costs decrease, LEDs continue to become economically feasible for horticultural lighting applications (Olle & Alsina, 2019). Light production efficiency is better in LEDs than HPSL and it is increasing (Särkkä et al., 2017). However, before use of LEDs as the sole source of light can be advanced, plant responses to light quality have to be investigated for the important horticultural plants (Hernández & Kubota, 2016).

Artificial lighting has been widely used to increase product quality and yield. Many research have been done to investigate changes of bioactive compounds under additional lightning. Kataoke et al., 2003 reported about changes of anthocyanin biosynthesis in grape and lettuce, but Zhou & Singh, 2002 reported, that additional light increased phenolic and anthocyanin content in cranberry fruits. There are also evidence, that supplemental far red (FR) LED decreased carotenoid and anthocyanin accumulation in lettuce (Li & Kubota, 2009).

Cucumbers are one of the most popular greenhouse grown vegetable and are known to be more sensitive to light quality changes then other vegetables (Hernandez & Kubota, 2016). Light and temperature are important growth factors for cucumbers known to respond well to light intensity. However, cucumber forms a tall canopy where self-shading affects vertical spectral light distribution. The vertical distribution of temperature and light may affect cucumber structure and photosynthesis efficiency with consequences for yield formation (Särkkä et al., 2017).

Nevertheless, LED technology in cucumber greenhouses is being introduced very slowly. This is due to the great variability of the LED lamp combinations, controversial data obtained in different experiments and insufficient amount of research.

The aim of this investigation is to compare three commercially available lighting sources which are produced for plant cultivation.

**MATERIALS AND METHODS**

The experiments were carried out in a polycarbonate greenhouse of Latvia University of Life Sciences and technologies during spring (1st set of experiments) and autumn (2nd set of experiments) seasons 2019. The temperature in the greenhouse was automatically regulated so that the temperature in the greenhouse did not exceed 30 ⁰C during the day, but did not fall below 15 ⁰C during the night. Two varieties of cucumbers ‘Julian’ and ‘Victoria’ were chosen for the experiments. Plants were grown in plastic pots (volume of pots was adapted to the plant size), filled with peat substratum KKS-S from Laflora (pH\text{KCl} 5.8–6.6, EC 0.25 mS cm⁻¹, PG Mix (15–10–20) 1 kg m⁻³, Ca 1.78%, Mg 0.21%). Total number of experimental plants for each variety at the beginning of experiment was 72. After appearance of the 1st true leaf plants were fertilized once a week with 1% solution of Kristalon Green (18–18–18) with Mg, S and microelements in proportion v:v_pot = 1:50.

Cucumbers were grown in 16 h photoperiod with PAR at the tips of plants 200 ± 20 µmol m⁻² s⁻¹. Three different lighting sources: Led cob Helle top LED 280 (LED), induction lamp (IND) and high pressure sodium lamp Helle Magna (HPSL) were used. Lamp radiation distribution measured with portative spectrometer Gigahertz-Optic MSC15 is shown at Fig. 1.
Six plants were analysed three times during the vegetative growth of cucumbers: at the stage of 1–2 true leaf; 3–5 leaves and inflorescence emergence stage). During cucumbers growth plant growth parameters (plant length, stem diameter under cotyledons, number of leaves), specific leaf area, pigments (spectrophotometrically determined in ethanol solution (Lichtenthaler & Buschmann, 2001) and with portative chlorophyll meter atLEAF*, phenols and flavonoids content in leaves spectrophotometrically (Sergejeva et al., 2016), leaf light reflection parameters (with spectro-radiometer RS-3500) were determined. Indices used for evaluation of cucumbers vitality and biochemical composition as well as equations for their calculations (W- certain wavelength used for calculations) are shown in Table 1.

Table 1. Vegetation indices calculated from leaf reflectance at different wavelenghts

<table>
<thead>
<tr>
<th>Vegetation index</th>
<th>Abbreviation</th>
<th>Equation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carotenoids</td>
<td>CRI1</td>
<td>$\frac{1}{W_{510}} - \frac{1}{W_{550}}$</td>
<td>Gitelson et al., 2001</td>
</tr>
<tr>
<td>Carter 1 (Stress index)</td>
<td>CTR1</td>
<td>$\frac{W_{695}}{W_{420}}$</td>
<td>Carter, 1994</td>
</tr>
<tr>
<td>Greenness Index</td>
<td>GI</td>
<td>$\frac{W_{554}}{W_{677}}$</td>
<td>Zarco-Tejada et al., 2001</td>
</tr>
<tr>
<td>Lichtenthaler index 1</td>
<td>LIC1</td>
<td>$\frac{W_{800} - W_{680}}{W_{800} + W_{680}}$</td>
<td>Lichtenthaler, 1996</td>
</tr>
<tr>
<td>Lichtenthaler index2</td>
<td>LIC2</td>
<td>$\frac{W_{440}}{W_{690}}$</td>
<td>Lichtenthaler, 1996</td>
</tr>
<tr>
<td>Normalized Difference Vegetation Index</td>
<td>NDVI</td>
<td>$\frac{W_{760} - W_{670}}{W_{760} + W_{680}}$</td>
<td>Padilla et al., 2017b</td>
</tr>
<tr>
<td>Plant Senescence Reflectance Index</td>
<td>PSRI</td>
<td>$\frac{W_{678} - W_{500}}{W_{750}}$</td>
<td>Merzlyak et al., 1999</td>
</tr>
<tr>
<td>Structure Intensive Pigment Index</td>
<td>SIPI</td>
<td>$\frac{W_{800} - W_{445}}{W_{800} - W_{680}}$</td>
<td>Peñuelas &amp; Filella 1998,</td>
</tr>
<tr>
<td>Simple Ratio Pigment Index</td>
<td>SRPI</td>
<td>$\frac{W_{430}}{W_{680}}$</td>
<td>Peñuelas &amp; Filella 1998,</td>
</tr>
<tr>
<td>Vegetation fluorescence</td>
<td>DPI</td>
<td>$\frac{W_{688} + W_{710}}{W_{697^2}}$</td>
<td>Zarco-Tejada et al., 2003</td>
</tr>
<tr>
<td>Water use efficiency</td>
<td>WBI3</td>
<td>$\frac{W_{950}}{W_{900}}$</td>
<td>Peñuelas et al., 1993</td>
</tr>
<tr>
<td>Water Index</td>
<td>WI</td>
<td>$\frac{W_{900}}{W_{970}}$</td>
<td>Peñuelas et al., 1997</td>
</tr>
</tbody>
</table>

Biochemical analyses were performed in three replicates, Non-destructive leaf analyses in 10 replicates. Two way analyses of variance (Anova) and correlation analyse were calculated by software included in Microsoft Office Excel 2010. For mathematical
data processing the value of $P < 0.05$ was regarded as statistically significant. In cases of statistically significant differences, homogeneous groups were determined by Tukey’s multiple comparison test at the level of confidence $\alpha = 0.05$.

**RESULTS AND DISCUSSION**

The obtained results showed that cucumber’s growth significantly depends on used lighting source, growing season, plant development stage.

In average cucumber plant weight under LED lamp significantly decreased in comparison with Induction (IND) and High Pressure Sodium Lamps. (Fig. 2, A). Cucumber hypocotyl and whole plant length significantly decreased under LED and IND lamps in comparison with HPSL. It corresponds to research done by other researchers report about decrease of growth with increase blue light proportion in total light. (Hernández & Kubota, 2016, Sergejeva et al., 2018, Olle & Alsina, 2019).

![Figure 2](image-url)

**Figure 2.** Ratio between plant parameters for growth under LED and IND lamps relative to the parameters obtained for growth under HPSL lamps. A – plant weight; B – plant length; C number of leaves; D – chlorophyll content; E – carotenoids content; F – ratio chlorophyll a and chlorophyll b; G – flavonoids conent; H – phenols content; I – specific leaf area.
Lighting source had significant effect of leaf properties. Cucumber leaves that had grown under the LED lamp had a smaller area, but thicker in comparison with IND and HPSL. These leaves characterized also with significantly larger specific leaf area (Fig. 2, I) in comparison with IND and HPSL. That corresponds to research done by Hernández & Kubota, (2016).

In average significant decrease of chlorophyll content in the cucumber leaves as result of LED illumination was observed, in opposite to increase under IND illumination in comparison with HPSL (Fig. 2, D), this difference in carotenoid content is even more noticeable ((Fig. 2, E). It is opposite to results by Sergejeva et al., 2018, Olle & Alsina, 2019. According to Padilla the average sufficiency value for all cucumber phenological phases for both maximum growth and maximum yield was 45.2 ± 0.7 SPAD units (Padilla et al., 2017a). Unfortunately leaves of our cucumbers contained chlorophyll in average 30–35 SPAD units and it leads to conclusion about unsufficiant nitrogen content in the cucumber leaves.

The most stable of the parameters studied was the ratio of chlorophyll a and b. In all vegetation seasons, for both varieties, under different lighting sources it varied between 2.0–2.76. In all sets of experiments the lowest value was observed under HPSL (Fig. 2, F).

No significant effect of used lighting source was observed on flavonoids content, but total phenols significantly decreased under LED and IND lamps. It is conversely our previous studies with leafy vegetables (Sergejeva et al., 2018).

Twelve vegetation indices were calculated from obtained cucumber leaves reflectance data (Table 2). Indices were chosen from different groups of published in the scientific literature, were previously by us and those which showed correlation with the studied morphological and biochemical parameters in our experiments.

Significant differences in the reflected light from cucumber leaves were detected with Lichtenhaler indices 1 (LIC1). According to the literature, this index indicates the state of stress in the plant. By calculation, this index is similar to NDVI, which is the most commonly used index. The condition of plants is considered to be good if this index is larger than 0.8 (Berdugo et al., 2014). The results show that under all lamps the plants feel well. Vegetation indices connected with chlorophyll content (GI, SRPI) didn’t show significant differences between lighting sources. Our previous experiments showed high correlation between SRPI and chlorophyll content in the plant leaves (Alsina et al., 2016).

Significant differences were found in Structure Intensive Pigment Index (SIPI) between LED and other two lamps used in experiments.

### Table 2. Vegetation indices calculated from leaf reflectance spectrums

<table>
<thead>
<tr>
<th>Vegetation index</th>
<th>LED</th>
<th>IND</th>
<th>HPSL</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR11</td>
<td>0.086</td>
<td>0.126</td>
<td>0.122</td>
</tr>
<tr>
<td>CRT1</td>
<td>1.332</td>
<td>1.228</td>
<td>1.347</td>
</tr>
<tr>
<td>GI</td>
<td>3.444</td>
<td>3.206</td>
<td>3.553</td>
</tr>
<tr>
<td>LIC1</td>
<td>0.778</td>
<td>0.806</td>
<td>0.819</td>
</tr>
<tr>
<td>LIC2</td>
<td>0.837</td>
<td>0.796</td>
<td>0.808</td>
</tr>
<tr>
<td>NDVI</td>
<td>0.813</td>
<td>0.846</td>
<td>0.859</td>
</tr>
<tr>
<td>PSRI</td>
<td>0.005</td>
<td>0.016</td>
<td>0.016</td>
</tr>
<tr>
<td>SIPI</td>
<td>0.775</td>
<td>0.811</td>
<td>0.823</td>
</tr>
<tr>
<td>SRPI</td>
<td>1.180</td>
<td>1.098</td>
<td>1.126</td>
</tr>
<tr>
<td>DPI</td>
<td>0.225</td>
<td>0.329</td>
<td>0.279</td>
</tr>
<tr>
<td>WBI3</td>
<td>0.972</td>
<td>0.975</td>
<td>0.982</td>
</tr>
<tr>
<td>WI</td>
<td>1.051</td>
<td>1.045</td>
<td>1.035</td>
</tr>
</tbody>
</table>
One of used water regime characterising index showed significantly higher value (WBI3 under HPSL), but in average seems that no water stress detected in cucumber leaves.

The results show that vegetative growth of cucumbers under the used LED and induction lamps is slightly inhibited compared to HPSL. Further research is required to optimize cucumber growing conditions

CONCLUSIONS

1. Cucumber plants grown under Led cob Helle top LED 280 in average were smaller, with less chlorophyll, carotenoids and phenols, but leaves have higher chlorophyll a and b ratio and specific leaf area in comparison with traditionally used in greenhouses High Pressure Sodium Lamps (HPSL).

2. Cucumber plants grown under Induction lamp in average were shorter, but with larger leaf area, with higher chlorophyll and carotenoids content, but decreased phenols content.

3. Lichtenthaler indices 1 (LIC1) and NDVI are useful for assessing the physiological state of cucumber plants.

4. Despite the fact that the plants grow well and develop normally under all lamps, the results show that sodium lamps are the most suitable for cucumbers. Further research is needed to adjust LED lighting for cucumber cultivation.
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Abstract. Morocco is among the major olive-growing countries around the Mediterranean, its productivity increases from one year to the next, especially after the introduction of the Green Morocco plan, which aims for an increase in the olive-growing area by the year 2020. The increase in productivity especially in olive oil is strictly accompanied by an increase in waste generated after crushing. The objective of this study is to value the olive pomace compost from traditional system as a soil amendment, and study its effect on the cultivation of herbaceous plants. The germination test is carried out in small pots, placed in a sunny place in a laboratory. 25 Fenugreek seeds were germinated in each pot which contains soil and a well-defined percentage of compost (5%, 10%, 15%, 20% and 25%). The seeds were irrigated regularly twice a week. All the tested seeds in different percentages of compost germinated at a rate of more than 90%. The final germination rate for the different concentrations was significantly important from the control (the pot that contains only soil). However, the 5% compost concentration allows an optimal germination rate. As well as the vigour of the seedlings that approves the positive effect of using olive pomace compost with a significantly high vigour index for all compost percentages (5%, 10%, 15%, 20% and 25%). The olive pomace compost use also improved the dry matter weight of the fenugreek seedlings for all percentages.

Key words: fenugreek germination, fertilizing power, olive pomace compost.

INTRODUCTION

In the Mediterranean countries, the environmental impact of olive oil production is significant. Indeed, the extraction of olive oil requires a large amount of water and generates huge amounts of waste during a limited period of 3 to 4 months per year (Ouzounidou et al., 2010; Mechri et al., 2011; Ntougias et al., 2013). According to the Food and Agriculture Organisation of the United Nations, 2.7 million tons of olive oil are annually produced worldwide, 76% of which are produced in Europe. Other olive oil producers are Africa (12.5%), Asia (10.5%) and America (0.9%) (Morillo et al., 2009).

In Morocco, the olive tree is the main planted fruit species. It is present throughout the national territory because of its capacity to adapt to all bioclimatic levels (El Mouhtadi et al., 2014). Indeed, the olive tree constitutes more than half of the arboricultural species, with more than 60 million trees on an area exceeding 560,000 ha (El Mouhtadi et al., 2014). In terms of production, the 2018–2019 campaign was marked

1933
by a new production record of about 2 million tons of olives, an increase of 42% compared to the average olive production of the last five years (Harbouze, 2019).

The waste generated following olive crushing, used to be discharged directly into the surrounding environment, which causes strong phytotoxic and antimicrobial effects. In fact, olive waste increases soil hydrophobicity, decreases water retention and infiltration rate, and affects acidity, salinity, nitrogen immobilization, microbial activity, nutrient leaching, lipid concentration, organic acids and naturally occurring phenols (Sierra et al., 2007; Regni et al., 2016). However nowadays and with the emergence of the principle of sustainable development, which insists on the harmonious balance between the protection of the environment, including water resources, which are particularly fragile in Morocco (World bank group, 2017) on one hand, and industrial production on the other hand, force us to think differently.

The valuation of olive pomace constitutes a potential source of additional income that can contribute to improving the profitability of olive-growing farms. The olive pomace can be used as fuel, livestock feed, fertilizers and as thermal insulation in some construction materials (Ajmia Chouchene, 2010).

The pomace use as an organic amendment has been a widespread practice in olive groves for a long time. Indeed, in addition to being economical and easily achievable, it has positive effects on soil characteristics and crops (Amirante, 2003; Niaounakis & Halvadakis, 2006 and Lozano-Garcia et al., 2011). Similarly, the olive pomace use has improved the soil biological activity (Innangi et al., 2017). The amendment by olive pomace has gone beyond olive groves to be used in herbaceous crops. In fact Brunetti et al. (2005) found an increase in the production of Triticum turgidum L. related to grain weight, number of grains per square meter, and soil organic matter content after amendment by olive pomace. Another study carried out in central Italy by Regni et al., 2017, showed that the application of olive pomace and its compost for 8 consecutive years on the soil of olive groves, significantly increased olive trees vegetative activity and fruit yield, as well as the oil phenols concentration.

However the abusive use of raw pomace as an amendment has shown some problems related to the needed time for germination and root development due to their high organic load, the mineral salts it contains, its low pH and the presence of phytotoxic compounds (Del Buono et al., 2011; Gigliotti et al., 2012; Proietti et al., 2015). Therefore, composting is necessary to stabilize the high organic content and benefit from a soil amendment rich in humic compounds, cation exchange capacity and water retention capacity (Malik et al., 2009).

The objective of this work is to study the effectiveness of a compost composed of olive pomace and cattle manure, used as a soil amendment, when germinating fenugreek seeds. Different concentrations of compost (5%, 10%, 15%, 20% and 25%) are tested during the germination trial in order to determine the optimal dose. A set of parameters were determined during and at the end of the vegetative period, namely seedling vigour, germination rate, dry matter weight and root development.
MATERIALS AND METHODS

Experimental design

The experiment consists of germinating 25 fenugreek seeds in moderate percentages of olive pomace compost (Table 1) and soil, in order to identify the fertilizing power of this compost and to determine the optimal useful dose for plants.

Table 1. Percentages of compost and soil used in the experiment

<table>
<thead>
<tr>
<th>Compost percentage</th>
<th>0%</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
<th>25%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil percentage</td>
<td>100%</td>
<td>95%</td>
<td>90%</td>
<td>85%</td>
<td>80%</td>
<td>75%</td>
</tr>
</tbody>
</table>

The percentages are on weight.

The table below illustrates the percentages in used compost and soil:

The soil used in this study comes from ‘Salé’ city (Salé, Morocco, latitude 34°03’11” North, longitude 6°47’54” West, altitude above sea level: 34 m). It was sampled from the topsoil (0–20 cm deep) of a callistemon. It is a sandy type of soil with the following main properties (Table 2):

The compost used in this work is already prepared in a previous study (Ameziane et al., 2020b). It consists of 43% olive pomace and 57% cattle manure, which is mixed in a 30-litre barrel. The barrel is perforated to provide an aerated environment and placed in a sunny location. The composting process took 130 days to obtain mature compost, of which physico-chemical characteristics are presented in Table 3:

Before starting the germination test, the fenugreek seeds are disinfected with bleach, washed thoroughly with water and then rinsed with distilled water. Next, these seeds are put to germinate in small pots (φ (Top): 15 cm, Height: 14 cm, φ (Base): 10 cm). For each percentage of compost corresponds three pots, in each one of them 25

Table 2. Soil physico-chemical parameters (Ameziane et al., 2020a)

<table>
<thead>
<tr>
<th>Physico-chemical parameters</th>
<th>Soil characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clay in %</td>
<td>9 ± 0.044</td>
</tr>
<tr>
<td>Sand in %</td>
<td>68 ± 0.088</td>
</tr>
<tr>
<td>Silt in %</td>
<td>23 ± 0.044</td>
</tr>
<tr>
<td>pH</td>
<td>7.61 ± 0.044</td>
</tr>
<tr>
<td>Electrical conductivity in µS cm⁻¹</td>
<td>85.5 ± 0.149</td>
</tr>
<tr>
<td>Moisture in %</td>
<td>4.51 ± 0.044</td>
</tr>
<tr>
<td>Organic matter in %</td>
<td>6.88 ± 0.125</td>
</tr>
<tr>
<td>Total organic carbon %</td>
<td>4.88 ± 0.333</td>
</tr>
<tr>
<td>Total nitrogen in %</td>
<td>0.134 ± 0.02</td>
</tr>
<tr>
<td>Total Phosphorus %</td>
<td>0.0103 ± 0.003</td>
</tr>
<tr>
<td>Calcium %</td>
<td>0.48</td>
</tr>
<tr>
<td>Potassium %</td>
<td>0.0445</td>
</tr>
<tr>
<td>Magnesium %</td>
<td>0.0243</td>
</tr>
<tr>
<td>Sodium %</td>
<td>0.0092</td>
</tr>
</tbody>
</table>

The obtained values represent the average of three repetitions.

Table 3. Physico-chemical properties and germination index of mature compost (Aameziane et al., 2020b)

<table>
<thead>
<tr>
<th>Measured parameters</th>
<th>Mature compost</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>8.61 ± 0.03</td>
</tr>
<tr>
<td>Humidity in %</td>
<td>30.4 ± 0.14</td>
</tr>
<tr>
<td>EC in mS cm⁻¹</td>
<td>2.06 ± 0.22</td>
</tr>
<tr>
<td>OM %</td>
<td>38.4 ± 0.76</td>
</tr>
<tr>
<td>K₂O %</td>
<td>2.8 ± 0.36</td>
</tr>
<tr>
<td>NTK %</td>
<td>1.3 ± 1.89</td>
</tr>
<tr>
<td>P₂O₅ %</td>
<td>0.42 ± 0.86</td>
</tr>
<tr>
<td>COT %</td>
<td>22.32 ± 0.89</td>
</tr>
<tr>
<td>C/N %</td>
<td>17.16</td>
</tr>
<tr>
<td>The germination index in %</td>
<td>73 ± 0.65</td>
</tr>
</tbody>
</table>

The obtained values represent the average of three repetitions.
Fenugreek seeds have been sown at a depth of approximately 0.5 cm with a space of 1.5 to 2 cm between seeds. The pots are then placed in a laboratory.

Each pot has been regularly irrigated twice a week with Salé High School of Technology well water, and of which physico-chemical characteristics are in accordance with the Moroccan standard for irrigation water (Ministry of Energy, Mines, Water and Environment, 2007) (Table 4). The germination test lasted for 12 days.

### Table 4. Irrigation water physico-chemical parameters (Ameziane et al., 2020a)

<table>
<thead>
<tr>
<th>Physico-chemical parameters</th>
<th>Irrigation water characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>7.49 ± 0.047</td>
</tr>
<tr>
<td>Electrical conductivity in mS cm⁻¹</td>
<td>1.024 ± 0.016</td>
</tr>
<tr>
<td>Temperature in °C</td>
<td>18.13 ± 0.058</td>
</tr>
<tr>
<td>Suspended matter in mg L⁻¹</td>
<td>0.232 ± 0.033</td>
</tr>
<tr>
<td>Salinity in ppb</td>
<td>0.3 ± 0.1</td>
</tr>
<tr>
<td>Nitrates in mg L⁻¹</td>
<td>7.04 ± 0.007</td>
</tr>
<tr>
<td>Chlorides in mg L⁻¹</td>
<td>192.5 ± 0.044</td>
</tr>
<tr>
<td>Boron in mg L⁻¹</td>
<td>0</td>
</tr>
<tr>
<td>Sulphates in mg L⁻¹</td>
<td>21.33 ± 0.005</td>
</tr>
<tr>
<td>Orthophosphates in mg L⁻¹</td>
<td>0.0134 ± 0.0001</td>
</tr>
<tr>
<td>The SAR</td>
<td>0.53 ± 0.5</td>
</tr>
</tbody>
</table>

The obtained values represent the average of three repetitions.

#### Plant material

Fenugreek is a Fabaceae family member. This specie has several varieties. It adapts to various types of soils. The best soils are between permeable clay and sandy. It is generally cultivated in bour without additional irrigation in areas with rainfall between 300 and 450 mm (Bernard, 1999).

#### Measured parameters

Several parameters were regularly monitored during this germination test:

The germination rate is calculated by the formula of Belcher & Miller (1974):

\[
G\% = 100 \times \frac{\sum n}{N}
\]

where \( n \) is the number of sprouted seeds and \( N \) is the number of tested seeds.

The vigour is determined by the formula of Abdul-Baki & Anderson (1973):

\[
VI = \% G \times SL
\]

where SL is the length of the seedling in cm and \( \% G \) is the germination rate.

Germination kinetics: this involves daily calculation of the germination rate under the different compost concentrations (Hajlaoui et al., 2007). It is expressed by the number of seeds germinated each day after the beginning of the experiment. This parameter allows a better understanding of the ecological significance of the germination behaviour of the studied seeds as well as the set of events that begin with the water absorption stage by the seed and end with the elongation of the embryonic axis and the emergence of the radicle.

Dry matter: Just after harvest, the seedlings dry matter weight of each pot, (stems + leaves + roots) was measured after drying in an oven at 105 °C to constant weight (Jacquemin, 2012).

#### Statistical analysis

The obtained results correspond to the average of 3 repetitions (three pots for each treatment). The experimental data were subjected to unidirectional variance analysis (ANOVA) and the average separations were made by the smallest difference (LSD) at
the significance level of $P < 0.05$, using the Statgraphics centurion XVI program for Windows.

**RESULTS AND DISCUSSION**

**Olive pomace compost addition effect on germination kinetics and final germination rate**

At the first observation of Fig. 1 it can be seen that seeds germination rate is important for all compost concentrations compared to the control. (Fig. 1). We note a slow-down in the germination process as the compost dose increases. But despite this decrease, the germination rate of the different percentages (5%, 10%, 15%, 20% and 25%) remains high compared to the control.

![Germination kinetics of Fenugreek seeds using different concentrations of olive pomace compost.](image)

*Figure 1. Germination kinetics of Fenugreek seeds using different concentrations of olive pomace compost.*
The germination kinetics allows us to distinguish three important phases (Fig. 1):

- A latency phase, essential for the appearance of the first germs, and during which the germination rate remains low. The duration of this phase is short for the different concentrations (2 days), while it is longer for the control (4 days).
- A latency phase, essential for the appearance of the first germs, and during which the germination rate remains low. The duration of this phase is short for the different concentrations (2 days), while it is longer for the control (4 days).
- A more or less linear phase, corresponds to a rapid increase in the germination rate, which evolves proportionally to time (from the 2nd to the 10th day), during this phase an accelerated germination of the seedlings is noticeable for all compost concentrations compared to the control.
- A phase that corresponds to the final germination percentage, which is a stage that reflects the germination capacity of the fenugreek seeds for each concentration. This capacity seems important for all compost percentages compared to the control.

In general, all tested seeds germinated at a rate of more than 90% for all compost doses. Indeed, the final germination rate for the different concentrations is significantly different from the control. However, the 5% compost concentration allows an optimal germination rate (100%) (Fig. 2).

![Figure 2. Final Fenugreek seedlings germination rate using different concentrations of olive pomace compost. (Values with different letters are significantly different: \( p < 0.05 \)).](image)

Plant germination is strongly linked to the availability of the nutrients elements, mainly nitrogen, which is responsible for the development of foliage and the plants aerial parts (Jean-François Morot-Gaudry, 1997). This explains the precocious germination of plants fertilized by the compost compared to control plants. In fact, the studied compost has a high nitrogen concentration (1.3%) (Table 3) compared to the control (0.134%) (Table 2).

**Olive pomace compost addition effect on dry matter weight**

The compost addition at different percentages improves the fenugreek seedlings dry matter weight (stems, leaves and roots), compared to the control (Fig. 3). The improvement is notable \( (p < 0.05) \) for 5%, 10% and 15% compost concentrations, while it is not significantly different from the control \( (p > 0.05) \) for 20% compost.
concentration. The increase in the seedlings dry matter weight can be explained by the richness of the compost in nitrogen and macro-elements, namely sodium, calcium, magnesium and potassium, which participate in the formation of plant tissues and represent 99% of their mass (Union of Fertilizer Industries, 1998). It is noticeable that the added compost concentration is inversely proportional to the weight in dry matter, which could be attributed according to Del Buono et al. (2011) to a high phenols concentration contained in the compost. A similar result was observed when using olive pomace compost for germinating Festuca and Italian ryegrass (Del Buono et al., 2011).

![Figure 3](image)

**Figure 3.** Effects of different percentages of compost on the weight of residual dry matter (Values with different letters are significantly different: \( p < 0.05 \)).

**Pomace compost addition effect on seedling vigour**

The seedling vigour results (Fig. 4) show a positive effect of the use of olive pomace compost, which is reflected in a high vigour index compared to the control for the different percentages. In fact, the seedlings sown in the 5% compost percentage show an optimal vigour index (214.83) that is significantly different from the other percentages and from the control. Like the 10%, 15%, 20% and 25% percentages, the vigour index is high and significantly different from the control.

![Figure 4](image)

**Figure 4.** Fenugreek seedlings vigour using different olive-pomace compost concentrations. (Values with different letters are significantly different: \( p < 0.05 \)).

In general, the fenugreek seedlings vigour index is significantly improved with the compost addition for all the used percentages compared to the control. Seedling vigour is linked to the presence of many nutrients, most important are nitrogen, which promotes
growth, phosphorus, which stimulates root development, and potassium, necessary for plant nutrients assimilation (Mickaël Delaire, 2005). All these elements are abundant in the compost (NKT: 1.3%; P₂O₅: 0.42%; K₂O: 2.8%) (Table 3) compared to the control soil (NKT: 0.13%; Total phosphorus: 0.01%; Total potassium: 0.04%) (Table 2). This explains the important vigour of plants fertilized by different compost doses compared to control plants. But as for the weight in dry matter, this vigour decreases when the concentration of compost increases, which approves the existence of a phytotoxic compound that affects the seedlings vigour.

**Pomace compost addition effect on root development of seedlings**

Concerning the pomace effect on fenugreek seedlings root structure; we note a positive effect on root formation (Fig. 5). This effect is apparent for all compost concentrations. Root length was significantly different from the control for 5%, 10%, 15% and 20% concentrations. Similarly, root thickness is important for all concentrations, except for 25% compost concentration which is similar to the control (Fig. 6). Root development and vigour are strictly related to the phosphorus abundance in the soil (Plassard et al., 2015). Therefore, the important phosphorus concentration in the compost (0.42%) (Table 3) compared to that of the control (0.01%) (Table 2) can explain the significant roots development of plants fertilized by the compost. Same results have been also observed during germination of Festuca and Italian ryegrass (Del Buono et al., 2011).

![Root length for different concentrations of olive pomace compost.](image)

**Figure 5.** Root length for different concentrations of olive pomace compost. (Values with different letters are significantly different: p < 0.05).

Summarizing the obtained results we can say that the olive pomace compost presents an important nutritive contribution to the Fenugreek germination. Indeed, the pomace addition at different doses (5%, 10%, 15%, 20% and 25%) allowed an optimal germination compared to the control. The compost addition also increased the Fenugreek plants dry matter weight compared to the control for 5%, 10% and 15% compost concentrations. Similar results were observed by Del Buono et al. (2011) during the germination of Festuca and Italian ryegrass, as by Alburquerque et al. (2007), who reported a significant increase in Ryegrass plants dry matter weight, after been amended with olive pomace compost for 87 days. The present study also showed that the olive pomace compost addition allowed a significant improvement in the seedlings vigour and the root development of the plants, especially for 5%, 10%, 15% and 20% doses. This improvement could be attributed to the pomace compost richness in fertilizer elements (NTK, P₂O₅ and K₂O) required for the growth and development of most plants (Table 3).
(Regni et al., 2016). Likewise, Del Buono et al. (2011) found significant root development of Festuca and ryegrass following their amendment with olives pomace compost.

Figure 6. Fenugreek seedlings root development for different compost percentages.

Our results are consistent with studies carried out in other countries and on other plants. Indeed in Italy, the olive pomace compost amendment of olive trees for 8 years significantly increased the vegetative activity and fruit yield of olive trees (Regni et al., 2017). In an Italian study conducted by Proietti et al. (2015), an increase in vegetative activity and productivity of olive trees was observed after being amended with olive pomace compost for three consecutive years (Proietti et al., 2015). This increase in yield is due to the increase in organic matter, total nitrogen, assimilable phosphorus and exchangeable potassium content (Lopez-Pineiro et al., 2008). In fact, several studies show that soil amendment with pomace compost over time allowed an increase in soil organic matter and nutrient content (total nitrogen, phosphorus and exchangeable potassium) without modifying the soil pH and salinity (Ferrara et al., 2012; Chartzoulakis et al., 2010; Uygur & Karabatak, 2009; Montemurro et al., 2004). No negative effects on the quality of olive oil were observed in the studies mentioned above. This supports the view that pomace compost does not affect fruit quality.

CONCLUSIONS

In conclusion, in the present experiment, the used soil low fertility, and the olive-pomace compost important content in fertilizing elements, necessary for plant development (NTK, P₂O₅, K₂O), has allowed a significant Fenugreek plants growth. The olive-pomace compost addition in different percentages (5%, 10%, 15%, 20% and 25%) to the Fenugreek plants has improved their growth parameters (germination rate, seedling vigour and root development). Indeed the plants germination rate was important compared to the control for all compost percentages, the plant dry matter weight, the plants vigour and root development were significantly important compared to the control especially for 5%, 10% and 15% compost doses. Our study agrees with the results obtained by other authors and confirms that soil amendment with olive pomace compost can be a sustainable alternative to expensive and polluting chemical fertilizers. In perspective, further field trials on other crops are planned to confirm the obtained results.
REFERENCES


Theoretical study on forced transverse oscillations of root in soil with provision for soil’s elastic and damping properties

V. Bulgakov¹, I. Holovach¹, Z. Ruzhylo¹, V. Melnik², Ye. Ihnatiev³ and J. Olt⁴,*

¹National University of Life and Environmental Sciences of Ukraine, 15 Heroyiv Oborony Str., UA 03041 Kyiv, Ukraine
²Kharkiv Petro Vasylenko National Technical University of Agriculture, 44 Alchevskih Str., UA 61002 Kharkiv, Ukraine
³Dmytro Motorny Tavria State Agrotechnological University, 18° Khmelnytsky Ave., UA 72310 Melitopol, Zaporozhye Region, Ukraine
⁴Estonian University of Life Sciences, Institute of Technology, 56 Kreutzwaldi Str., EE 51006Tartu, Estonia
*Correspondence: jyri.olt@emu.ee

Abstract. The topic of the paper is the theory of the forced transverse oscillations performed by the root fixed in the soil under the action of the harmonic perturbing force vectored at right angle to the root’s centreline and along the line of the translational motion performed by the lifter. On the basis of applying the Ostrogradsky-Hamilton variational principle and using the equivalent schematic model developed by the authors, the expressions have been obtained that allow to determine the amplitude of the forced transverse root body oscillations as function of the perturbing force amplitude value as well as the soil’s elastic deformation and damping coefficients. The ranges of the elastic soil deformation coefficient values, at which the resonant behaviour is observed, that is, at which the forced elastic root body oscillation amplitude value exceeds the tolerance limits, have been determined for the 10, 15 and 20 Hz frequencies of the perturbing force produced by the vibrational lifting tool. That said, the mentioned oscillation amplitude values can vary from 0.58 to 0.45 m, which is sufficient to result in the root breaking. Moreover, it has been proved that, with the increase of the perturbing force frequency, the resonant behaviour ranges shift towards the increased values of the elastic soil deformation coefficient. Therefore, such elastic soil deformation coefficient ranges should be avoided in case of the lifting tool design proposed in the paper. As regards the damping properties of the soil, it has been proved that they do not cause any resonance phenomena.

Key words: frequency, harvester, lifting tool, oscillation amplitude, soil, sugar beet root.

INTRODUCTION

Root-crop harvesters produced in the majority of countries worldwide are generally equipped with vibrational lifting tools, because such tools are capable of lifting roots from the soil without losing or damaging them (Gruber, 2005; Sarec et al., 2009; Gu et al., 2014). Also, the amount of energy required for digging roots from the soil with the use of vibrational lifting tools is significantly lower, than in case of using some other types of tools (Vasilenko et al., 1970; Bulgakov, 2005; Schulze Lammers, 2011).
At the initial stage of the development of vibrational lifting tools for beet harvesters, the forces were applied to the root sitting in the soil in the transverse horizontal plane at right angle to the vector of the lifter’s translational motion (Dobrovsky, 1968). However, despite the considerable amount of sufficiently thorough theoretical research into the process of the vibrational sugar beet lifting (Vovk, 1936; Myata & Chumak, 1954), in which the perturbing forces were applied to the roots in the transverse horizontal plane, as well as the numerous engineering developments in that field followed by the industrial scale production of several prototypes and the implementation of comprehensive experimental investigations and official tests, such kind of vibrating digging tools did not gain popularity. The main reason for such an outcome was the fact established in practice that these vibrational lifting tools were unable to support sufficiently high rates of advance (which would, accordingly, provide for higher production rates), while maintaining the required harvesting quality parameters. That, in its turn, was due to the following negative events that took place regularly, when the perturbing forces were applied to the beet roots in the plane that was perpendicular to the line of the lifter’s translational motion: the lifter’s working throat got clogged with root bodies and soil, the tail parts of roots were broken off, the ability to clear itself was completely lost. The power consumption rate of the process was also unreasonably high (Pogorely & Tatyanko, 2004; Schulze Lammers & Schmittmann, 2013).

Following the above-mentioned unsuccessful attempt, it was found that there was a way to completely avoid those negative events. That could be achieved by changing the lines of action of the perturbing forces, that is, taking them away from the transverse horizontal plane and the perpendicular alignment with respect to the lifter’s translational motion and placing them into the longitudinal vertical plane. Such a change resulted in very good indicators, when harvesting sugar beet roots at higher rates of advance. Hence, virtually all worldwide known manufacturers of beet root lifting machinery switched to the production of root-crop harvesters with the vibrational lifting tools that work on the principle of applying perturbing forces to the roots in the longitudinal vertical plane (Gruber, 2007).

In case of the root body performing transverse free and forced oscillations, i.e. when the line of action of the perturbing force coincides with the line of translational motion of the vibrational lifting tool, substantial changes are observed in the process of vibrational root lifting. For example, with such alignment of the perturbing forces, the bonds between the roots and the soil are disrupted more effectively (as a result of the so-called loosening effect) and also the accumulation of roots and soil in the working throat of the vibrational lifting tool becomes significantly reduced. Moreover, the designs of the vibrational lifting tools that work on the above principle are less energy intensive, metal intensive etc. (Boson et al., 2019).

The authors have developed a new vibrational lifting tool (Fig. 1), which during its operation imparts to roots sitting in the soil both longitudinal and transverse oscillations. The structural layout of the proposed digging tool is presented in Fig. 2. The vibrational lifting tool comprises the lifting shares 1 mounted at the ends of the posts 2, which are connected through the suspension brackets 3 with the drive mechanism 4 that sets the above-mentioned shares 1 into oscillatory motion. The mechanism 4 includes the system that allows to set (adjust) the frequency and amplitude of the shares’ oscillatory motion within wide ranges (the frequency can be adjusted within 8.0 to 30.0 Hz, the amplitude – within 8 to 24 mm).
A distinctive feature of the proposed vibrational lifting tool is that the bracket 3 used for the suspension of the posts 2 is equipped with an additional hinge, which allows the coupled posts 2 to perform free movement within a small range in the longitudinal transverse plane. Such an arrangement provides for the self-adjustment of the shares 1 during their translational motion in the soil.

![Image](image1.png)

**Figure 1.** Vibrational lifting tool: a – general appearance; b – tools installed on experimental multiple-row root harvester.

![Image](image2.png)

**Figure 2.** Design and process schematic model of vibrational lifting tool: 1 – lifting shares; 2 – posts; 3 – share spacing adjustment system; 4 – vibration drive with share oscillation amplitude and frequency adjustment system; 5 – guide pins.

However, despite its known considerable advantages, the vibrational method of root lifting features also certain shortcomings. The principal drawbacks are the insufficient reliability (which is true first of all for the vibration drive) that is more pronounced, when operating on heavy and strong soils, the increased metal and energy intensity of the process in general. The inclusion of vibration-type lifting tools, which have a significant weight and oscillate at a frequency of 20 Hz, in the design of the root-crop harvester contributes to the degradation in the reliability of the machine’s operation overall.

All the said shortcomings generate the strong need for further development of new principles in the theory of vibrational root lifting, which are to be efficiently utilised for validating the design parameters assumed for further improved lifting tools in root-crop harvesters.

The first fundamental analytical study on the oscillations of the root body fixed in the soil was implemented and presented in the paper Vasilenko et al. (1970). In the study, the sugar beet root was modelled as a conical-shape body with its single lower point fixed, which had elastic properties. With that in view, the paper provided the detailed analysis of the transverse oscillations performed by the root body that were described by a fourth order partial differential equation. The solving of the generated equation provided the authors with the possibility of determining the natural frequencies of the
free transverse oscillations performed by the root body fixed in the soil. However, the paper did not provide analytical research into the process of specifically lifting sugar beet roots from the soil, but only stated that the conditions of their lifting had been obtained with the use of additionally generated kinetostatic equations.

In the paper Pogorely et al. (1983), the main principles and assumptions that had effectively been stated already in the paper Vasilenko et al. (1970) were defined and justified. Again, the paper Pogorely et al. (1983) did not present any mathematical model for the vibrational lifting of sugar beet roots from the soil.

The further development of the theory of vibrational root lifting with the perturbing forces applied to the roots specifically in the longitudinal vertical plane can be found in the papers (Vermeulen & Koolen, 2002; Pogorely & Tatyanko, 2004; Bulgakov et al., 2005; Bulgakov & Ivanovs, 2010). However, the case of a root body performing transverse free and forced oscillations, when the perturbing forces are vectored parallel to the translational motion of the vibrational lifting tool, had still not been researched. In the papers Bulgakov et al. (2014, 2015a, 2015b), the development of fundamentals for the theory of free transverse root body oscillations in the case, where the perturbing forces were vectored at right angle to the root’s centreline, but parallel to the translational motion of the vibrational lifting tool, was presented.

The aim of this study is to substantiate the parameters of the oscillation process that takes place, when lifting beet roots from the soil, on the basis of developing the theory of the transverse oscillations performed by the root as an elastic body sitting in the soil as an elastic and damping medium for the case, where the perturbing forces have the same direction as the translational motion of the vibrational lifting tool.

MATERIALS AND METHODS

In the completed theoretical research, the fundamental principles of the theory of agricultural machines and the methods of the theoretical mechanics, in particular, the methods of the theory of oscillations, the variational calculus, generation and solution of differential equation systems have been used. In the PC-assisted numerical calculations, the methods of programming and presenting the obtained graphic relations between the main parameters have been applied.

Theory and modelling

In order to investigate the forced transverse oscillations performed by the root sitting in the soil during its vibrational lifting, it is necessary, first of all, to generate the equivalent schematic model of the root as an elastic cone-shaped body sitting in the soil as a medium with elastic and damping properties as well as the external forces applied to the root. Such a schematic model is presented in Fig. 3.

The root as a body has a conical shape (apex angle of the cone is equal to 2γ, its upper part is above the soil surface level) and is modelled as a variable cross-section bar with a fixed lower end (point O). The weight force  \( \overline{G} \) of the root is applied at the centre of mass represented by the point C. The overall length of the root is designated as  \( h \).

The vibrational lifting tool moving at a pre-set depth in the soil (along the vector \( \overline{V} \) ) is conventionally presented as two planes at an angle with each other, which hold the root on its two sides and make contact with it at the points  \( K_1 \) and  \( K_2 \). Accordingly, at the above-mentioned points, the vibrational lifting tool imparts to the root the perturbing
forces $\bar{Q}_{\text{df},1}$ and $\bar{Q}_{\text{df},2}$, the vectors of which are directed forward and in parallel with each other and which are just the forces that generate the transverse oscillations of the root. These forces are applied at a distance of $z_1$ from the horizontal line passing through the point $O$.

The soil around the cone-shaped root body is represented by the two elastic and damping models with equal elasticity coefficients of $c$ and damping coefficients of $b$.

The equivalent schematic model is referenced with the Cartesian coordinate system $xOz$, the origin of which is at the point $O$ and the vertical axis $Oz$ coincides with the axis of symmetry of the cone-shaped root body. The directions of oscillations of both the vibrational lifting tool planes are shown by arrows in the schematic model.

The next step is to analyse the oscillatory process of the transverse oscillations performed by the root body sitting in the soil and generated during the interaction between the root and the vibrating tool.

The Ostrogradsky-Hamilton principle can be used in the analysis of the forced transverse root oscillations that take place under the action of the horizontal perturbing force that varies in accordance with the following harmonic function (Dreizler & Lüdde, 2010):

$$Q_{\text{df}} = H \cdot \sin(\omega t),$$

where $H$ – amplitude of the perturbing force [N]; $\omega$ – frequency of the perturbing force [s$^{-1}$]; $t$ – time interval [s].

However, as is obvious from the equivalent schematic model (Fig. 3), the above-mentioned perturbing force $\bar{Q}_{\text{df}}$ is applied to the root simultaneously on two sides of it by the two digging shares. Therefore, it is represented in the schematic model by the two components $\bar{Q}_{\text{df},1}$ and $\bar{Q}_{\text{df},2}$ and they are exactly what causes the transverse oscillations of the root that disrupt the bonds between the root and the soil and create the conditions needed for lifting the root from the soil.

On the basis of the conditions shown in the prepared equivalent schematic model, the Ostrogradsky-Hamilton functional can be generated, which will provide for

![Figure 3. Equivalent schematic model of transverse oscillations performed by root sitting in soil during its vibrational lifting.](image-url)
analytically describing this kind of root oscillations. Under the above assumptions, the
displacements of the root centreline points during the transverse root oscillations are
univalently determined by the following function of two variables:

\[ y = y(z,t), \]  

where \( z \) – distance from the point on the axis \( Oz \), through which the root cross-
section passes, to the conventional point \( O \) of fixing the root in the soil [m]; \( t \) – current time [s].

Further, the following designations are introduced.

Thus, \( \mu(z) \) – running mass (mass per unit of length) of the root [kg m\(^{-1}\)]; \( E \) – Young’s modulus of the root material [N m\(^{-2}\)]; \( J(z) \) – moment of inertia of the root
cross-section with respect to the cross-section’s neutral axis that is perpendicular to the
oscillation plane [m\(^4\)]; \( Q(z,t) \) – intensity of the external transverse load vectored at right
angle to the root’s centreline (axis \( Oz \)) along the axis \( Ox \) [N m\(^{-1}\)].

In accordance with Babakov (1968), the Ostrogradsky-Hamilton functional for a
variable cross-section bar, which performs transverse oscillations under the action of an
external transverse load, appears as follows:

\[
S = \frac{1}{2} \int_{t_0}^{t_1} \left[ \mu(z) \left( \frac{\partial y}{\partial t} \right)^2 - E \cdot J(z) \left( \frac{\partial^2 y}{\partial z^2} \right)^2 + Q(z,t) \cdot y \right] dz\,dt. 
\]  

In view of the fact that the root is modelled as a cone-shaped body, the values
present in the functional (3) can be expressed in terms of the main parameters of its
conical surface.

It is obvious that the running mass of the root can be determined with the use of the
following expression:

\[
\mu(z) = \rho \cdot \pi \cdot z^2 \cdot \tan \gamma, \]  

where \( \rho \) – specific gravity of the root material [kg m\(^{-3}\)]; \( 2 \gamma \) - taper angle of the cone used
as the root body model [deg] (Fig. 3).

The root’s moment of inertia \( J(z) \) is determined as follows:

\[
J(z) = \frac{\pi \cdot z^4 \cdot \tan^4 \gamma}{4}. \]  

Since the value \( Q(z,t) \) that is a component of the functional (3) is the intensity of a
distributed load measured in the N m\(^{-1}\) units, the perturbing force \( Q_{df} \),
that is a concentrated load measured in newtons must also have N m\(^{-1}\) as the unit of its
measurement. For that purpose, the first-order impulse function \( \sigma_1(z) \) is introduced
(Babakov, 1968).

Hence, if \( Q_{df}(t) \) is a concentrated perturbing force applied at the point \( z_1 \) and
measured in newtons [N], the function

\[
Q_{df}(z,t) = Q_{df}(t) \cdot \sigma_1(z - z_1) \]  

has N m\(^{-1}\) as the unit of its measurement and represents the intensity of the concentrated
load at the point \( z_1 \). The function \( \sigma_1(z - z_1) \) is equal to zero for all values of \( z \), except
\( z = z_1 \), where it goes to infinity.

Subsequently, taking into account the expression (1), the following can be written
down:

\[
Q_{df}(z,t) = H \cdot \sin(\omega t) \cdot \sigma_1(z - z_1). \]  

1949
At the start of the oscillatory process, the root is firmly bonded with the soil, the latter being an elastic and damping medium. Therefore, when the perturbing force, the value of which is determined by (1), acts on the root, the force of soil resistance to the transverse root oscillations emerges. Obviously, the soil resistance force (acting on the whole root body) is a load distributed over the area of contact between the root and the soil. Moreover, it is an external force with regard to the root body and it acts as a perturbing force generated by the soil acting on the root.

Further, the parameter $c$ is introduced, which is the elastic deformation coefficient of the soil related to the area of contact between the root and the soil, measured in $\text{N m}^{-3}$. It is assumed that the root during its transverse oscillations is supported by the soil on half of its side surface along the whole depth of its sitting in the unbroken soil. The soil contacting with the said half of the side surface generates a distributed load vectored opposite to the perturbing force. Thus, when the root as well as the tool itself perform transverse oscillations, a distributed load, which is applied to the root by the surrounding soil and is opposite in direction to the perturbing force, arises in turn on one side of the root, then on the other side of it, and so on.

Hence, taking into account the above-said and subject to the condition that the root is conically shaped, it is possible to state to some approximation that the intensity $P(z, t)$ [N m$^{-1}$] of the distributed load generated by the elastic resistance of the soil is equal to:

$$P(z, t) = \pi \cdot c \cdot z \cdot \tan \gamma \cdot y(z, t)$$  \hspace{1cm} (8)

In view of the fact that the perturbing forces generated by the vibrational lifting tool and the soil resistance have opposite directions, the resulting intensity of the external transverse load acting on the root has the following value:

$$Q(z, t) = Q_{df}(z, t) - P(z, t), \quad [\text{N m}^{-1}],$$  \hspace{1cm} (9)

or, taking into account the expressions (7) and (8), the following expression for the soil damping force is arrived at:

$$Q(z, t) = H \cdot \sin(\omega t) \cdot \sigma_l(z - z_l) - \pi \cdot c \cdot z \cdot \tan \gamma \cdot y(z, t),$$  \hspace{1cm} (10)

Also, the damping properties of the soil have to be taken into account. They are, first of all: $b$ – damping coefficient of the soil measured in (N s$^2$) m$^{-3}$.

The following considerations have to be taken into account with regard to the root sitting in the soil at the moment of its lifting. In view of the fact that the root grows and develops its shape in the soil during a considerable length of time, there are good reasons to believe that the area of contact between the whole conical root body and the soil is like a continuous body (it can be said that the root has rather strongly grown into the soil). Therefore, it is also reasonable to assume that great root body deformation rates result in also great deformation rates of the soil around the root. That is due to the certainly great value of the bonding force between the root and the soil enveloping it on all sides, especially in the case, when the root sits in (has grown in) dry and hard soil. Hence, the deformation rate of the soil surrounding the root is virtually equal to the deformation rate of the root body. It is common knowledge that, in case of high rates, the resistance forces follow not linear, but quadratic laws (Schmitz & Smith, 2012). Therefore, it can be assumed to some approximation that the soil damping force is in the quadratic relation with the root body deformation rate.
Therefore, taking into account the conical shape of the root, the soil damping force can be determined with the use of the following expression:

$$R(z, t) = \pi \cdot b \cdot z \cdot \tan \gamma \left[ \frac{\partial y(z, t)}{\partial t} \right]^2, \quad [N].$$  \hfill (11)

Thus, taking into account the expressions (4), (5), (10) and (11), the functional (3) assumes the following form:

$$S = \frac{1}{2} \int_0^h \left[ \rho \cdot \pi \cdot z^2 \cdot \tan^2 \gamma \cdot \omega^2 \cdot \varphi^2(z) \cdot \cos^2(\omega t) - \frac{E \cdot \pi \cdot z^4 \cdot \tan^4 \gamma}{4} \left[ \varphi^4(z) \right] \cdot \sin^2(\omega t) \right] +$$

$$+ H \cdot \sin(\omega t) \cdot \sigma_1(z - z_i) \cdot y(z, t) - \pi \cdot c \cdot z \cdot \tan \gamma \cdot y^2(z, t) - \pi \cdot b \cdot z \cdot \tan \gamma \cdot \left[ \frac{\partial y}{\partial t} \right]^2 \right] d z \cdot dt. \quad \hfill (12)$$

In order to analyse the forced transverse oscillations of the root body fixed in the soil, the Rietz method can be applied (Babakov, 1968).

In view of the fact that the perturbing force acts on the root at a frequency of $\omega$, its solely forced oscillations occur in accordance with the following function (Babakov, 1968):

$$y(z, t) = \varphi(z) \sin(\omega t), \quad \hfill (13)$$

where $\varphi(z)$ – waveform of the forced oscillations.

The necessary partial derivatives have to be derived from the expression (13). They appear as follows:

$$\frac{\partial y}{\partial t} = \omega \cdot \varphi(z) \cdot \cos(\omega t),$$

$$\frac{\partial^2 y}{\partial z^2} = \varphi''(z) \cdot \sin(\omega t). \quad \hfill (14)$$

By substituting the expressions (13) and (14) into the functional (12), the latter’s following representation is arrived at:

$$S = \frac{1}{2} \int_0^h \left[ \rho \cdot \pi \cdot z^2 \cdot \tan^2 \gamma \cdot \omega^2 \cdot \varphi^2(z) \cdot \cos^2(\omega t) - \frac{E \cdot \pi \cdot z^4 \cdot \tan^4 \gamma}{4} \left[ \varphi^4(z) \right] \cdot \sin^2(\omega t) \right] +$$

$$+ H \cdot \sigma_1(z - z_i) \cdot \varphi(z) \cdot \sin^2(\omega t) - \pi \cdot c \cdot z \cdot \tan \gamma \cdot \varphi^2(x) \cdot \sin^2(\omega t) -$$

$$- \pi \cdot b \cdot z \cdot \tan \gamma \cdot \omega^2 \cdot \varphi^2(z) \cdot \cos^2(\omega t) \right] d z \cdot dt. \quad \hfill (15)$$

After integrating the expression (15) over $z$ within the limits of one period, that is, within $T = \frac{2\pi}{\omega}$, the result is:

$$S = \frac{\pi}{2\omega} \int_0^h \left[ \rho \cdot \pi \cdot z^2 \cdot \tan^2 \gamma \cdot \varphi^2(z) \cdot \omega^2 - \frac{E \cdot \pi \cdot z^4 \cdot \tan^4 \gamma}{4} \left[ \varphi^4(z) \right] \right] +$$

$$+ H \cdot \sigma_1(z - z_i) \cdot \varphi(z) - \pi \cdot c \cdot z \cdot \tan \gamma \cdot \varphi^2(z) - \pi \cdot b \cdot z \cdot \tan \gamma \cdot \omega^2 \cdot \varphi^2(z) \right] d z. \quad \hfill (16)$$

In accordance with the Rietz method, the values of the functional (16) have to be analysed on the class of linear combinations defined as follows:
\[ \varphi(z) = \alpha \cdot \psi(z), \quad (17) \]

where \( \alpha \) – parameter, the variation of which produces a class of admissible functions; \( \Psi(z) \) – basis function.

After the expression (17) is substituted into the functional (16), the following is arrived at:

\[
S = \frac{\pi}{2\omega} \left\{ \rho \cdot \pi \cdot z^2 \cdot \tan^2 \gamma \cdot \alpha^2 \cdot \psi^2(z) \cdot \omega^2 - \frac{E \cdot \pi \cdot z^4 \cdot \tan^4 \gamma}{4} \alpha^2 \left[ \psi^*(z) \right]^2 + H \cdot \sigma_1(z - z_1) \cdot \alpha \cdot \psi(z) - \pi \cdot c \cdot z \cdot \tan \gamma \cdot \alpha^2 \cdot \psi^2(z) - \pi \cdot b \cdot z \cdot \tan \gamma \cdot \alpha^2 \cdot \psi^2(z) \cdot \omega^2 \right\} dz. \quad (18)\]

Next, the following designations have to be introduced:

\[
\int_a^b \rho \cdot \pi \cdot z^2 \cdot \tan^2 \gamma \cdot \psi^2(z) \, dz = M, \quad (19)\]

\[
\int_a^b \frac{E \cdot \pi \cdot z^4 \cdot \tan^4 \gamma}{4} \left[ \psi^*(z) \right]^2 \, dz = N, \quad (20)\]

\[
\int_a^b \pi \cdot c \cdot z \cdot \tan \gamma \cdot \psi^2(z) \, dz = R, \quad (21)\]

\[
\int_a^b \pi \cdot b \cdot z \cdot \tan \gamma \cdot \psi^2(z) \, dz = F, \quad (22)\]

\[
\int_a^b H \cdot \sigma_1(z - z_1) \cdot \psi(z) \, dz = L. \quad (23)\]

After substituting the expressions (19) – (23) into (18), the result is:

\[
S = \frac{\pi}{2\omega} \left[ \omega^2 \cdot (M - F) \cdot \alpha^2 - (N + R) \cdot \alpha^2 + L \cdot \alpha \right]. \quad (24)\]

Thus, on the class of functions (17), the functional (18) becomes a function of the free variable \( \alpha \). The necessary extremum condition of the function (24) is that its first-order derivative with respect to \( \alpha \) is equal to zero. Accordingly, after differentiating the expression (24) with respect to \( \alpha \) and equating the obtained derivative to zero, the following equation is arrived at:

\[
2\omega^2 \cdot (M - F) \cdot \alpha - 2(N + R) \cdot \alpha - L = 0, \quad (25)\]

from which the parameter \( \alpha \) can be determined, that is:

\[
\alpha = \frac{L}{2 \left[ N + R - \omega^2 \cdot (M - F) \right]} \quad (26)\]

Further, the waveform of the forced transverse oscillations performed by a homogeneous bar with a constant elastic stiffness of \( EJ \), one end of which is rigidly fixed, under the action of a transverse harmonic unit force with a frequency of \( \omega \) applied at the point \( z = z_1 \) is assumed to be the basis function \( \Psi(z) \). In accordance with (Babakov, 1968), this waveform appears as follows:

\[
\psi(z) = C \cdot U(kz) + D \cdot V(kz), \quad 0 \leq z < z_1, \quad (27)\]
\[ \psi(z) = C \cdot U(kz) + D \cdot V(kz) + \frac{1}{k^3 \cdot EJ} \cdot V[k(z-z_i)], \quad z_i \leq z \leq h, \quad (28) \]

where \( U(kz), V(kz) \) – Krylov functions (Babakov, 1968), \( k = \sqrt[4]{\frac{\mu \omega^2}{EJ}} \) – coefficient representing the mass, kinematic and strength properties of the bar’s material, \( \mu \) – running mass of the bar; \( C, D \) – arbitrary constants. At the same time, the boundary conditions for the oscillations performed by the above-mentioned bar are as follows:

\[ \begin{align*}
    y(0) &= y'(0) = 0, \\
    y''(h) &= y'''(h) = 0.
\end{align*} \quad (29) \]

Taking into account the said boundary conditions (29) for the free end of the bar \((z = h)\), the following system of equations with respect to the unknown quantities \( \Psi(z), C, D \) is obtained:

\[ \begin{align*}
    -\psi(z) + C \cdot U(kz) + D \cdot V(kz) &= \begin{cases} 0, & 0 \leq z < z_i, \\
    - \frac{1}{k^3 \cdot EJ} \cdot V[k(z-z_i)], & z_i \leq z \leq h, 
    \end{cases} \\
    C \cdot S(kh) + D \cdot T(kh) &= - \frac{1}{k^3 \cdot EJ} \cdot T[k(h-z_i)], \\
    C \cdot V(kh) + D \cdot S(kh) &= - \frac{1}{k^3 \cdot EJ} \cdot S[k(h-z_i)].
\end{align*} \quad (30) \]

For the problem under consideration, it is necessary to determine only such a basis function \( \Psi(z) \) that meets the above-mentioned boundary conditions. Using the Cramer’s rule, the target value of \( \Psi(z) \) is obtained from the system of Eqs (30). It is equal to:

\[ \begin{align*}
    \Psi(z) &= \left( \frac{U(kz)}{\Delta \cdot k^3 \cdot EJ} \left( T[k(h-z_i)] \cdot S(kh) - T(kh) \cdot S[k(h-z_i)] \right) - \\
    & \quad - \frac{V(kz)}{\Delta \cdot k^3 \cdot EJ} \left( T[k(h-z_i)] \cdot V(kh) - S[k(h-z_i)] \cdot S(kh) \right) \right), \quad 0 \leq z < z_i, \\
\end{align*} \quad (31) \]

or

\[ \begin{align*}
    \Psi(z) &= - \frac{V[k(z-z_i)]}{\Delta \cdot k^3 \cdot EJ} \left( S^2(kh) - T(kh) \cdot V(kh) \right) + \\
    & \quad + \frac{U(kz)}{\Delta \cdot k^3 \cdot EJ} \left( T[k(h-z_i)] \cdot S(kh) - T(kh) \cdot S[k(h-z_i)] \right) - \\
    & \quad - \frac{V(kz)}{\Delta \cdot k^3 \cdot EJ} \left( T[k(h-z_i)] \cdot V(kh) - S[k(h-z_i)] \cdot S(kh) \right), \quad z_i \leq z \leq h, \\
\end{align*} \quad (32) \]

where \( \Delta \) – principal determinant of the system of Eqs (30) equal to:

\[ \Delta = T(kh) \cdot V(kh) - S^2(kh). \quad (33) \]

Further, the following designations have to be introduced:
\[
\frac{T[k(h-z_1)] \cdot S(kh) - T(kh) \cdot S[k(h-z_1)]}{\Delta \cdot k^3 \cdot EJ} = B, \quad (34)
\]

also:
\[
\frac{T[k(h-z_1)] \cdot V(kh) - S[k(h-z_1)] \cdot S(kh)}{\Delta \cdot k^3 \cdot EJ} = G, \quad (35)
\]

finally:
\[
\frac{S^2(kh) - T(kh) \cdot V(kh)}{\Delta \cdot k^3 \cdot EJ} = K. \quad (36)
\]

By substituting the expressions (34), (35), (36) into the expressions (31), (32), the following is obtained:
\[
\psi(z) = B \cdot U(kz) - G \cdot V(kz), \quad 0 \leq z < z_1, \quad (37)
\]
\[
\psi(z) = -K \cdot V[k(z-z_1)] + B \cdot U(kz) - G \cdot V(kz), \quad z_1 \leq z \leq h. \quad (38)
\]

The next step is to determine the coefficients \(M, N, R, F, L\) that are present in the expressions (26).

For that purpose, the expressions (37), (38) are substituted into the expressions (19) and the value of the coefficient \(M\) is found as follows:
\[
M = \rho \cdot \pi \cdot \tan^2 \gamma \cdot \int_0^{z_1} z^2 \cdot \left[ B \cdot U(kz) - G \cdot V(kz) \right]^2 dz +
+ \rho \cdot \pi \cdot \tan^2 \gamma \cdot \int_{z_1}^h z^2 \cdot \left\{ -K \cdot V[k(z-z_1)] + B \cdot U(kz) - G \cdot V(kz) \right\}^2 dz. \quad (39)
\]

In order to determine the coefficient \(N\), the second derivatives of the expressions (37), (38) are obtained as follows:
\[
\psi''(z) = B \cdot k^2 \cdot S(kz) - G \cdot k^2 \cdot T(kz), \quad 0 \leq z < z_1, \quad (40)
\]
\[
\psi''(z) = -K \cdot k^2 \cdot T[k(z-z_1)] + B \cdot k^2 \cdot S(kz) - G \cdot k^2 \cdot T(kz), \quad z_1 \leq z \leq h. \quad (41)
\]

After the expressions (37), (38) are substituted into the expression (20), the value of the coefficient \(N\) is found as follows:
\[
N = \frac{E \cdot \pi \cdot \tan^4 \gamma}{4} \cdot \int_0^{z_1} z^4 \cdot \left[ B \cdot S(kz) - G \cdot T(kz) \right]^2 dz +
+ \frac{E \cdot \pi \cdot \tan^4 \gamma}{4} \cdot \int_{z_1}^h z^4 \cdot \left\{ -K \cdot T[k(z-z_1)] + B \cdot S(kz) - G \cdot T(kz) \right\}^2 dz. \quad (42)
\]

By substituting the expressions (40), (41) into the expression (21), the value of the coefficient \(R\) is obtained as follows:
\[
R = c \cdot \pi \cdot \tan \gamma \cdot \int_0^{z_1} z \cdot \left[ B \cdot U(kz) - G \cdot V(kz) \right]^2 dz +
+ c \cdot \pi \cdot \tan \gamma \cdot \int_{z_1}^h z \cdot \left\{ -K \cdot V[k(z-z_1)] + B \cdot U(kz) - G \cdot V(kz) \right\}^2 dz. \quad (43)
\]
By substituting the same expressions into the expression (22), the value of the coefficient $F$ is found as follows:

$$F = b \cdot \pi \cdot \tan \gamma \cdot \int_{z_1}^{z} \left[ B \cdot U(kz) - G \cdot V(kz) \right] dz +$$

$$+ b \cdot \pi \cdot \tan \gamma \cdot \int_{z_1}^{h} \left[ -K \cdot V[k(z-z_1)] + B \cdot U(kz) - G \cdot V(kz) \right] dz.$$  

(44)

The coefficient $L$ is obtained by substituting the expressions (37), (38) into the expression (23). Its value is equal to:

$$L = \int_{0}^{z_1} H \cdot \sigma_1(z-z_1) \cdot \left[ B \cdot U(kz) - G \cdot V(kz) \right] dz +$$

$$+ \int_{z_1}^{h} H \cdot \sigma_1(z-z_1) \cdot \left[ -K \cdot V[k(z-z_1)] + B \cdot U(kz) - G \cdot V(kz) \right] dz.$$  

(45)

The numerical values of the coefficients $M, N, R$ and $F$ can be calculated with the use of the PC either by directly taking integrals of the Krylov functions or after the transition to elementary functions in accordance with (Babakov, 1968).

In view of the fact that the expression (45) intended for finding the coefficient $L$ contains the impulse function $\sigma_1(z-z_1)$ that does not fall into the category of classical functions, the integrals present in the said expression have to be calculated analytically with the use of the generalised function integration technique.

As a result of integrating the expression (45), the following is obtained:

$$L = H \left[ B \cdot U(kz_1) - G \cdot V(kz_1) \right].$$  

(46)

Then, after substituting the expressions (39), (42), (43), (44) and (46) into the expression (26), the required value of the parameter $\alpha$, at which the functional (16) has a stationary value, is obtained. Respectively, taking into account the expressions (17), (37) and (38), the expressions that represent the waveform of the forced transverse oscillations of the root body fixed in the soil are obtained.

These expressions appear as follows:

$$\phi(z) = \alpha \cdot \left[ B \cdot U(kz) - G \cdot V(kz) \right], \quad 0 \leq z < z_1,$$  

(47)

$$\phi(z) = \alpha \cdot \left[ -K \cdot V[k(z-z_1)] + B \cdot U(kz) - G \cdot V(kz) \right], \quad z_1 \leq z \leq h$$  

(48)

where $\alpha$ is determined by the expression (26).

The substitution of the expressions (47) and (48) into the expression (13) results in obtaining the final representation of the function governing the forced transverse oscillations of the root body fixed in the soil:

$$y(z, t) = \alpha \cdot \left[ B \cdot U(kz) - G \cdot V(kz) \right] \cdot \sin(\omega t), \quad 0 \leq z < z_1,$$  

(49)

$$y(z, t) = \alpha \cdot \left[ -K \cdot V[k(z-z_1)] + B \cdot U(kz) - G \cdot V(kz) \right] \cdot \sin(\omega t), \quad z_1 \leq z \leq h.$$  

(50)

1955
RESULTS

Following the results of the theoretical research into the forced transverse root body oscillations described above, the authors developed the algorithm for calculating the said oscillations.

The following initial data has been used in the calculations. In accordance with (Vasilenko et al., 1970), the ranges of the soil’s elastic stiffness and damping coefficients were assumed to be as follows: \( b = 0–10 \text{ N s}^2 \text{ m}^{-3}, \) \( c = 0–20 \text{ 105 N m}^{-3}. \)

In accordance with (Pogorely et al., 1983), the average statistic values of the root’s physical and mechanical properties were assumed to be as follows: \( h = 0.25 \text{ m}; \gamma = 14^{\circ}; E = 18.4 \text{ 10}^6 \text{ N m}^2; \rho = 750 \text{ kg m}^{-3}. \)

Calculations were carried out with the use of the compiled programme. Their results were used to plot the diagrams that represented the relations between the amplitude of the forced transverse oscillations performed by the root body as an elastic body, which sits (in practice, is fixed) in the soil as an elastic and damping medium, and the amplitude \( H \) of the perturbing force as well as the mechanical properties of the soil surrounding it. The obtained diagrams are presented in Figs 4–7.

Fig. 4 features the diagrams of the relations between the amplitude of the forced transverse elastic root body oscillations and the coefficient \( c \) of the elastic soil deformation at various perturbing force frequencies: 10 Hz, 15 Hz, 20 Hz. The calculations have been carried out for a perturbing force amplitude of \( H = 500 \text{ N} \) and a soil damping coefficient of \( b = 6.5 \text{ N s}^2 \text{ m}^3. \)

**Figure 4.** Relation between amplitude of forced transverse root body oscillations on one hand and coefficient of elastic soil deformation \( c \) and perturbing force frequency \( \nu \) on the other hand for root’s cross-section at point of its gripping \((Z = z_1 = 0.15 \text{ m})\): a) \( \nu = 10 \text{ Hz} \); b) \( \nu = 15 \text{ Hz} \); c) \( \nu = 20 \text{ Hz} \) (perturbing force amplitude \( H = 500 \text{ N}, b = 6.5 \text{ N s}^2 \text{ m}^3, c = 0–20 \text{ N m}^{-3} \)).
As is seen in the presented diagrams, the resonance state takes place at the following values of the parameters: \( \nu = 10 \text{ Hz}, \; c = 1.0 - 1.3 \cdot 10^5 \; \text{N m}^{-3}; \; \nu = 15 \text{ Hz}, \; c = 2.5 - 2.7 \cdot 10^5 \; \text{N m}^{-3}; \; \nu = 20 \text{ Hz}, \; c = 4.5 - 5.0 \cdot 10^5 \; \text{N m}^{-3} \).

Moreover, at \( \nu = 10 \text{ Hz} \) the amplitude of the root body oscillations in the resonance state varies within the range of \(-0.58\) to \(0.17\) m, at \( \nu = 15 \text{ Hz} \) within the range of \(-0.31\) to \(0.18\) m, at \( \nu = 20 \text{ Hz} \) within the range of \(-0.17\) to \(0.45\) m.

That said, it ought to be noted that the resonance state range shifts to the right with the increase of the perturbing force frequency, that is, the resonance takes place at higher values of the elastic soil deformation coefficient \( c \).

Hence, within the above-mentioned resonance state ranges of the root body oscillation parameters, the chipping off of the root, especially in its tail part, can take place.

In Fig. 5, the diagrams are shown for the relations between the amplitude of the forced transverse root body oscillations on the one hand and the elastic soil deformation coefficient \( c \) and the distance \( z \) from the root’s cross-section to the conventional point of its fixing in the soil \( O \) on the other hand at a perturbing force amplitude of \( H = 500 \text{ N} \) and a damping coefficient of \( b = 6.5 \; \text{N s}^2 \; \text{m}^{-3} \).

\[ \text{Figure 5. Relation between amplitude of forced transverse root body oscillations on one hand and coefficient of elastic soil deformation } c \text{ and distance from root’s cross-section to conventional point of its fixing } z \text{ on the other hand: a) } z = 0 - 0.15 \text{ m}; \; b) \; z = 0.15 - 0.25 \text{ m}; \; \text{ (perturbing force amplitude } H = 500 \text{ N}, \; b = 6.5 \; \text{N s}^2 \; \text{m}^{-3}, \; \text{perturbing force frequency } \nu = 10 \text{ Hz}). \]

As is obvious from the above diagrams, the amplitude of the forced transverse oscillations sharply rises at \( c = 1.0 \cdot 10^5 \ldots 1.3 \cdot 10^5 \; \text{N m}^3 \) and \( z = 0.15 \text{ m}, \; z = 0.5 \text{ m}, \) that is, at the point, where the tool grips the root and at the end of the root.
Also, in these cases the frequency of forced oscillations is virtually equal to the frequency of free oscillations of the root body. Within this range of parameters of the elastic soil deformation, the amplitude can reach up to 0.58 m. At all other values of the elastic soil deformation coefficients, the amplitude is close to zero and stays within the range of several millimetres.

Fig. 6 features the graphic relations between the amplitude of the forced transverse root body oscillations and the soil damping coefficient \( b \) at perturbing force frequencies \( v \) equal to 10 Hz, 15 Hz, 20 Hz, a perturbing force amplitude of \( H = 500 \) N and an elastic soil deformation coefficient of \( c = 2 \cdot 10^5 \) N m\(^3\).

As is seen in the diagrams, at \( v = 10 \) Hz and when the elastic deformation coefficient \( b \) varies within the range of 0 to 10 N s\(^2\) m\(^{-3}\), the amplitude of the forced transverse oscillations decreases from 0.088 to 0.056 m; at \( v = 15 \) Hz, it increases from 0.050 to 0.175 m; at \( v = 20 \) Hz, it increases from 0.015 to 0.025 m.

However, at \( b = 6.5 \) N s\(^2\) m\(^{-3}\), which is the most common value of the soil damping coefficient, the amplitudes in the above cases are equal to:

- at \( v = 10 \) Hz – 0.063 m;
- at \( v = 15 \) Hz – 0.085 m;
- at \( v = 20 \) Hz – 0.020 m,

which is within the range of the permissible root body deformations.

As is seen in the diagrams presented in Fig. 6, the resonance phenomena in these cases do not take place.
According to the diagrams shown in Fig. 7, the maximum amplitude of the transverse oscillations is reached at the point, where the tool grips the root \((z = 0.15 \text{ m})\), and at the end of the root \((z = 0.24 \text{ m})\), but again, resonance phenomena are not observed in these cases.

**Figure 7.** Relation between amplitude of forced transverse root body oscillations on one hand and soil damping coefficient \(b\) and distance from root’s cross-section to conventional point of its fixing \(z\) on the other hand: a) \(z = 0–0.15\) m; b) \(z = 0.15–0.25\) m; (perturbing force amplitude \(H = 500\) N, perturbing force frequency \(v = 10\) Hz).

Thereby, by using the results of the PC-assisted calculations, the ranges of values have been obtained for the elastic soil deformation coefficient, within which the resonance state takes place. That is, the value of the amplitude of the forced transverse oscillations performed by the elastic root body exceeds the acceptable limit values.

**CONCLUSIONS**

1. The fundamental principles have been developed for the theory of the transverse oscillations performed by the root as an elastic body sitting in the soil as an elastic and damping medium during its vibrational lifting in the case, where the perturbing forces are vectored the same as the translational motion of the digging tool.

2. By using the generated equivalent schematic model and applying the Ostrogradsky-Hamilton variational principle, the analytical expressions have been obtained for calculating the amplitude of the forced transverse root body oscillations at any cross-section of the root.

3. The specially developed computer programme has been used to carry out the PC-assisted numerical calculations, which have provided for plotting the diagrams showing how the amplitude of the forced transverse oscillations of the root as an elastic body sitting in the soil as an elastic and damping medium varies in relation to the amplitude of the perturbing force and the coefficients of elastic soil deformation and soil damping.
4. The results of the calculations have been used to find the ranges of the elastic soil deformation coefficient values, within which the resonance state takes place. That is, the value of the amplitude of the forced transverse elastic root body oscillations exceeds the permissible limits, for the cases, when the frequency of the perturbing force generated by the vibrational lifting tool is equal to $\nu = 10$, 15 and 20 Hz. Under such conditions, the above-mentioned amplitudes of oscillations can vary within the range of 0.45 to 0.58 m, especially at the points of gripping the root and at the end of the root. That can result in chipping off the root’s end, therefore, such ranges of the soil’s elastic stiffness should be avoided.

5. When the soil damping coefficient $b$ varies within the sufficiently wide range of 0–10 N s$^2$ m$^{-3}$, resonance phenomena are absent, the amplitudes of transverse oscillations stay within permissible limits. Therefore, the damping properties of the soil are acceptable within the whole range under consideration.

6. When engineering the lifting tools with the discussed direction of oscillations, it is necessary to take into account the elastic properties of the soil, with which such tools can operate efficiently.

7. The results of the completed analytical research have been used in the development of a new design of vibrational lifting tools.
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Abstract. Retention of soil moisture is an urgent topic of the day in the cultivation of agricultural crops. Using fallow fields is one of the ways to solve the named problem, but the tilling of such fields requires observing some special conditions, in particular, the capillary effects in their upper soil layers must be cut down. For that purpose, the authors have proposed a special harrow equipped with the tools capable of fulfilling the above-mentioned task. The authors have carried out extensive field experiment research into the tillage of fallow soils with the use of the said implement. In order to apply the implement, a new harrow unit has been developed. The results obtained during the experiment research have been processed with the use of statistical methods and it has been established that the depth of harrowing in the tilled field decreases, when the operating speed of the combined unit under consideration increases to 3.3 m s⁻¹. At the same time, the variances of oscillations of the parameter under research in accordance with the Cochran’s C test remain uniform. Also, the frequency of the harrowing depth oscillations changes insignificantly. That is supported by the correlation lengths of the normalized correlation functions of the process under consideration, which, at the above-mentioned operating speed, stay within the sufficiently narrow range of values: 0.16–0.20 m. According to the results of the experimental investigations, the maximum value of the normalized cross-correlation function for the relation between the oscillations of the field harrowing depth and the oscillations of the field’s longitudinal profile does not exceed 0.12. This testifies to the absence of any substantial interrelation between the said two stochastic processes, which is quite reasonable in view of the small values of the variance and period of the oscillations of the field’s longitudinal profile. The probability of the new combined tractor and harrow unit maintaining the tolerance of the fallow field cultivation depth oscillations within the range of ± 1 cm is equal to 82%. Within each 1.85 m
of the distance travelled by the combined soil cultivation unit under consideration, only one instance of the field cultivation depth deviating from the ±1 cm tolerance can be expected.

**Key words:** fallow, field profile, harrow, operating speed, tillage depth.

**INTRODUCTION**

As a result of the numerous field investigations, it has been established that, even at a sufficient amount of plant nutrients, the scarcity of soil moisture results in the reduced yield of the agricultural crops (Donaldson et al., 2001). In the absence of water in the soil, the sowing is either put off to some later date or completely postponed until spring (Schillinger & Papendick, 1997).

One of the ways to retain and even, to some extent, accumulate moisture in the soil is to apply the fallow land practice (Chang et al., 1990). The ripping of the upper soil layer up to the mulch condition virtually destroys its capillarity, which results in the development of the medium that separates the damp and relatively cold layer of soil from the dry and warm ground air. Under such conditions, the dissipation of water content from the uncultivated layer of soil gets substantially lower (Massee et al., 1978; Al-Mulla et al., 2009).

There are different kinds of agricultural machines for producing such soil mulch. Most commonly, they are equipped with V-blade tools, each one with a working span of 46 cm and more (Smith et al., 1996; Schillinger et al., 2006). Sometimes, rod weeders are applied as well as disc harrows and chisel cultivators (Lindwall & Anderson, 1981; Carman, 1997; Kornienko et al., 2016; Lovarelli & Bacenetti, 2017; Tagar et al., 2020).

The primary drawback of these implements is that they operate steadily only at a soil cultivation depth of greater than 10 cm. But it was as long ago as in 1909 that Russian scientist I. Ovinskiy (1909) convincingly proved that the depth of the soil mulch might not exceed two inches, i.e. it had to be between 5 to 6 cm. From the previous field experiments, it has been established that this soil mulch layer is exactly the place, where the intensive water evaporation from the tilled soil takes place (Nadykto et al., 2012).

Moreover, it has to be taken into account that, when the field is tilled to a depth of 6 to 7 cm, the stirring of the soil and especially the carryover of its water content to the daylight surface of the field have to be kept to a minimum. Meanwhile, the numerous field experiments have shown that, even when single-row disc tools (Smith et al., 1996; Moreno et al., 2011) or bar harrows (Schillinger & Papendick, 1997) are used which in principle capable of tilling soil to the required depth of 6 to 7 cm, the discussed problem is still not solved completely. It results mostly from the fact that they rather intensively stir the cultivated soil layer (which is especially true for disc harrows).

**MATERIALS AND METHODS**

Taking into account the above-mentioned circumstances, the authors have developed an implement for cultivating fallow land, comprising different harrowing sections (Fig. 1), with each section containing 20 tools (5 rows with 4 tools in each of them) attached to the frame following a zigzag harrow pattern.
The tool in the section is a flat bar (spike tooth) with a thickness of 8 mm, to which a flat blade with a working width of 80 mm is welded. The front row of tools in the section can be equipped with vertically set blades. Such alignment of the front blades of the section facilitates cutting (shredding) those plant residues, which can be present in the upper (to a depth of up to 6 to 7 cm) soil layer. That action provides for the more stable motion of the harrowing section in the longitudinal and vertical plane.

Each section is attached with the use of two drag bars to the common beam, the latter, in its turn, is connected with the carrying tractor. One of the problem points in the operation of such a harrowing section is the stability of its position in the longitudinal and vertical plane, when performing the harrowing operation.

In view of that, the aim of this study was to investigate theoretically and experimentally the effect of the operating speed of the developed harrowing unit on the uniformity of the soil ripping depth during fallow field tillage.

The experimental investigations were carried out during the spring harrowing of fallow fields. The fallow land was preceded by sunflower fields, the last soil tillage operation was mouldboard ploughing to a depth of 25 cm. In order to carry out the field investigations, a cultivated field with an area of 70 ha was selected, in which, prior to the experiments, multiple measurements of the moisture content and density of the soil in its upper 0–10 cm layer were made and also the longitudinal profile of the cultivated land was measured.

In the field experiment investigations, the harrowing unit for fallow land tillage was used, which comprised a wheeled tractor (MTZ-82, 60 kW) and the developed harrow, which included 9 harrowing sections (Fig. 2). In the process of the field investigations, the harrowing unit travelled using three different gears, which enabled its movement at three different speeds.

<table>
<thead>
<tr>
<th>Specification of the harrowing unit:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of harrowing sections</td>
<td>9</td>
</tr>
<tr>
<td>Working width of section</td>
<td>0.91 m</td>
</tr>
<tr>
<td>Formation of sections in unit</td>
<td>line</td>
</tr>
<tr>
<td>Spacing between sections</td>
<td>0.06 m</td>
</tr>
<tr>
<td>Working width of harrowing unit</td>
<td>8.70 m</td>
</tr>
</tbody>
</table>
The following values were measured with three replications at each operating speed of the harrowing unit: the time \( t_a \), in which the harrowing unit passed the recorded distance with a length of 250 m and the soil cultivation depth.

The time \( t_a \) was measured with the help of an FS-8200 electronic stopwatch with a measurement accuracy of \( \pm 0.1 \) s. Then the operating speed of the combined tractor-implement unit \( V_a \) was calculated by the formula:

\[
V_a = \frac{s}{t_a}
\]  

The soil moisture content in the layer of 0–10 cm was measured with the use of the SHS-1 instrument, which was connected to the personal computer via the Arduino Uno interface unit (Fig. 3). The error in the measurement of the absolute value of the soil moisture content with the use of the SHS-1 instrument did not exceed \( \pm 1\% \).

The data received from the Arduino Uno were transformed with the use of the CoolTerm software into the format suitable for the processing in the Microsoft Excel environment. After 100 soil moisture content measurements, taken at each 3 m, when moving along the diagonal of the field, had been completed, the mean value of the moisture content was calculated.

![Figure 3. Soil moisture content measuring kit: 1 – SHS-1; 2 – Arduino Uno.](image)

![Figure 4. Device for measuring field profile oscillations: 1 – Arduino Uno; 2 – profilometer.](image)

The longitudinal profile of the tilled field was measured with the help of a developed profilometer (Fig. 4). It was mounted on a rail positioned in parallel to the field surface. The lever of the instrument touched with its one end the surface of the field (i.e. sensed the profile), while the other end was pivoted to the axle connected to an SP-3A variable resistor. The resistor had a straight-line characteristic and a nominal value of 470 \( \Omega \).

As the instrument moved along the rail, the lever performed oscillatory motion in the longitudinal and vertical plane, which resulted in the variation of the resistance value in the SP-3A. The electric signal that was output in this process was sent to the analogue input of the Arduino Uno, then transmitted to the PC, where it was transformed to make it suitable for the processing in the Microsoft Excel environment.

The oscillations of the longitudinal profile of the field were recorded with 5 replications at a measurement interval of 0.1 m. With a rail length of 4 m, it provided for obtaining at least 350 points. The error in the measurement of the field profile oscillations with the use of the described instrument did not exceed \( \pm 0.5 \) cm.
The density of the soil in the 0–10 cm layer was measured in accordance with the technique that is detailed in the paper.

For each operating speed of the combined tractor and harrow unit under consideration, three series of soil cultivation depth measurements were carried out. Each series comprised 200 measurements at an interval of 0.2 m. The accuracy of the instrument applied for this purpose (Fig. 5) was equal to ±0.5 cm. The process of operating the instrument is as follows. For the purpose of taking a measurement, the cross bar 1 (Fig. 5) of the instrument is placed on the soil surface. Using the lever 3, the rod 4 is manually lowered until it is stopped by the untilled soil. After that, the value of the soil tillage depth is read on the measuring scale 2.

Apart from the standard statistical characteristics, normalized correlation functions were calculated for the tillage depth. These functions provide for estimating the frequency spectrum of the harrowing depth oscillation process. The impact of the field profile oscillations on the depth of its cultivation was estimated with the use of the normalized cross-correlation function.

RESULTS

The experimental investigations were carried out on dark chestnut soil in the conditions that were close to arid. The soil texture was heavy clay loam, since the alphitite content in the soil was at a level of 46–48%. The humus content was at a level of 2.8–3.6%, the reaction of soil solution was close to neutral.

At the time, when the experimental investigations were carried out, the mean value of the soil water content in the 0–10 cm layer was 18.3%, while the mean value of the soil bulk density in the same layer was 1.24 g cm⁻³. The variance of the field surface profile oscillations was equal to 0.54 cm². The mean value of the period of the oscillations was equal to 0.17 m. When the combined harrow unit under consideration operated on such moving at different speeds of translation, the harrowing depth had the parameters presented in Table 1.

The analysis of the data from the table provides evidence of the following facts. When the operating speed was changes from 2.1 to 2.5 m s⁻¹, the mean value of the harrowing depth decreased by 0.2 cm. At a statistical significance level of 0.05 (that is, at a confidence coefficient of 95%), such a difference is non-random and significant, because in this case LSD₀.⁰⁵ is lower and equal to 0.1 cm.

As regards the mean value of the harrowing depth in the case, when the combined tractor and harrow unit travels at an operating speed of 3.3 m s⁻¹ (Table 1), the null hypothesis of its equality to the two other statistical characteristics (5.0 and 4.8 cm) is
rejected even at a statistical significance level of 0.01. That can be explained by the wider confidence interval for the mean value of the soil cultivation depth at the unit’s travel rate of 3.3 m s⁻¹ (Table 1).

Table 1. Statistical characteristics of harrowing depth

<table>
<thead>
<tr>
<th>Operating speed, m s⁻¹ (km h⁻¹)</th>
<th>Confidence interval, cm</th>
<th>Variance, cm²</th>
<th>Standard deviation, cm</th>
<th>Coefficient of variation, %</th>
<th>Error of mean, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1 (7.6)</td>
<td>5.0 ± 0.1</td>
<td>0.49</td>
<td>0.70</td>
<td>14.0</td>
<td>0.06</td>
</tr>
<tr>
<td>2.5 (9.0)</td>
<td>4.8 ± 0.2</td>
<td>0.52</td>
<td>0.72</td>
<td>15.0</td>
<td>0.07</td>
</tr>
<tr>
<td>3.3 (11.9)</td>
<td>4.0 ± 0.3</td>
<td>0.58</td>
<td>0.76</td>
<td>19.0</td>
<td>0.06</td>
</tr>
</tbody>
</table>

The above-said leads to a conclusion that increasing the rate of travel of the combined tractor and harrow unit under investigation results in the decrease of the harrowing depth in the field under cultivation (Fig. 6). At the same time, the confidence interval for the said parameter demonstrates the uptrend.

In the discussed case, the described result can a priori be explained only by the suggestion that the towed members of the process part of the combined tractor and harrow unit under consideration (that is, the harrowing sections) tend to shallow up from the soil, when its rate of travel increases. It must be emphasized that such a phenomenon is quite common in the operation of towed implements.

The variance and correlation analysis of the results obtained during the field experiment investigations carried out by the authors provides evidence of the following facts:

1. At a confidence level of 95% and greater, it can be stated that the null hypothesis of the equality of the compared variances of harrowing depth oscillations in the cases, when the soil cultivation unit travels at rates of 2.1 and 2.5 m s⁻¹, is not rejected. And that is true, because the actual value of the Fisher's ratio test $F_r = 0.52 \text{ cm}^2 / 0.49 \text{ cm}^2 = 1.06$ is smaller than the table value $F_{tabl} = 1.39$.

2. The three compared variances of harrowing depth oscillations do not significantly differ from each other. The statistical analysis shows that according to the Cochran's C test even the greatest of the discussed statistical characteristics (0.58 cm², Table 1) is uniform with the other two. As shown by the calculations, the actual value of the above-mentioned criterion for this case $G_r = 0.58 / (0.49 + 0.52 + 0.58) = 0.36$ is smaller than the table value, which is equal to 0.58 at a statistical significance level of 0.05.

Figure 6. Relation between mean soil tillage depth and combined tractor and harrow unit’s operating speed.
3. The harrowing depth oscillations during the operation of the unit under research take place within approximately the same frequency range. The basis for such a univalent conclusion is provided by the behaviour of the respective normalized correlation functions (Fig. 7).

The principal characteristic property of each of the functions is the correlation length, that is, the distance from zero to the first point of intersection between the function and the axis of abscissa.

It becomes evident from the analysis of the obtained correlation functions that the correlation length for all the three modes of motion of the discussed combined tractor and harrow unit is roughly the same. Despite the difference between the operating speeds of the harrowing unit (2.1, 2.5, and 3.3 m s\(^{-1}\)), these characteristics in terms of their values (correlation lengths) are situated in a sufficiently narrow range: 0.16–0.20 m (curves 1, 2, and 3, Fig. 7).

Nevertheless, taking a formal approach to the analysis of the obtained correlation functions it has to be noted that, as the rate of move of the soil cultivation unit under research increases, the spectrum of the harrowing depth oscillations spreads out to some extent. For example, while at the unit’s operating speed of 2.1 m s\(^{-1}\) the correlation length of the process under consideration is equal to approximately 0.20 m (curve 1, Fig. 7), the increase of the unit’s travel rate to 3.3 m s\(^{-1}\) results in this length decreasing to about 0.16 m (curve 3, Fig. 7). Essentially, that means that the spectrum of the harrowing depth oscillations in the latter case is to some extent wider. But the noted difference is small, therefore, it can be stated that the change of the harrowing unit’s operating speed from 2.1 to 3.3 m s\(^{-1}\) has virtually no effect on the frequency of the soil cultivation depth oscillations during the operation of the unit under research.

One more statistical measure used for stationary ergodic processes is the cross-correlation function. As is known, in case of two stochastic processes \(X_1(t)\) and \(Y_1(t)\), this function describes the degree of correlation between the section of the process \(X_1(t)\) at \(t = t_1\) and the section of the process \(Y_1(t)\) at \(t = t_2\).

In the described research, the authors investigated the statistical interrelation between such stochastic processes as the oscillations of the tilled field profile in the longitudinal and vertical plane and the oscillations of the harrowing depth. Hypothetically, it could be expected that the two processes had a close correlation.
In effect, it was established that, in the case under consideration, virtually no closeness is observed in the above-mentioned correlation (Fig. 8).

For example, the level of the coefficients of the correlation between the field profile oscillations and the oscillations of the harrowing depth only slightly exceeds the 0.1 point. And that observation is true both for the positive (first and second quadrants, Fig. 8) and negative (third and fourth quadrants, Fig. 8) levels of the analysed correlation. Again, the presence of roughly identical, in terms of their values, maximum and minimum of the cross-correlation function excludes the possibility to determine, which of the processes is the input process and which is the output one.

This point needs to be analysed in greater detail. As is seen in Fig. 8, the cross-correlation function reaches its maximum negative value at a level of –0.12, when its phase displacement is equal to approximately –0.2 m (pt. A, Fig. 8). If the maximum of the positive correlation was at the same time below 0.12, it would be possible to state that the harrowing depth is the input factor, while the field surface profile is the output one. Moreover, in case of the negative correlation the situation is as follows: the greater the oscillations of the field surface irregularities, the smaller harrowing depth oscillations. Obviously, it would be very difficult to give a logical explanation for such a result.

On the other hand, the cross-correlation function reaches its maximum positive value at a level of 0.12 at a phase displacement of about 0.85 m (pt. B, Fig. 8). If the maximum of the negative correlation (its absolute value) was at the same time smaller and not equal to that of the positive correlation, the following conclusion could be arrived at: in case of a positive correlation, the profile irregularity oscillations are the input action, while the harrowing depth is the output action. The phase displacement in this case is equal to 0.85 m. In practical terms, that means that at a operating speed of, for example, 2.5 m s\(^{-1}\), the time lag in the reaction of each harrowing section of the soil cultivation unit to the oscillations of the field profile irregularities in the longitudinal and vertical plane is equal to 0.85 m /2.5 m s\(^{-1}\) = 0.34 s.

When the maximum values of the negative and positive correlations in the cross-correlation function under consideration are equal, those statements are not true. Moreover, taking into account the very low maximum level of the normalized cross-correlation function, which does not exceed the 0.12 mark (Fig. 8), it is possible to state that, in the process of the research completed by the authors, no significant correlation was found between the oscillations of the profile irregularities of the cultivation field in the longitudinal and vertical plane and the oscillations of the depth of its harrowing.

**Figure 8.** Normalized cross-correlation function for oscillations of longitudinal field profile and tilling depth.
The above result can be explained as follows. As earlier noted, the mean value of the period of the field profile irregularity oscillations during the research was equal to 0.17 m, while their variance was equal to 0.54 cm$^2$. The length of one harrowing section, which was equal to 1.2 m, contained 7 such periods. In view of that and taking into account the rather small variance of the track profile oscillations, it was quite logical to expect that the statistical characteristics of those oscillations could not have a significant effect on the oscillations of the soil cultivation depth.

When the soil is cultivated to a depth of 5–6 cm, the working tolerance for the oscillations of this parameter has to be low. The authors have set it at a level of $\Delta = \pm 1$ cm. In that case, it would be useful to know the probability $P$ (%) of the harrowing unit maintaining such a tolerance and the frequency of deviating from it ($\omega$, m$^{-1}$).

The first of the above-mentioned indicators can be calculated by the following formula (Lurye, 1970):

$$P = 2 \cdot F\left(\frac{\Delta}{\sigma}\right),$$  \hspace{1cm} (2)

where $F$ – Laplace's integral function; $\Delta$ – working tolerance for the oscillations of soil tillage depth (± cm); $\sigma$ – standard deviation of the fallow field tillage depth (± cm).

In order to calculate the second indicator (that is, $\omega$) the following relation is used (Lurye, 1970):

$$\omega = \frac{1}{2 \cdot T_p} \cdot \exp\left(-\frac{\Delta^2}{2 \cdot \sigma^2}\right),$$  \hspace{1cm} (3)

where $T_p$ – half period of the soil tillage depth oscillation. If the correlation function of the process is known, the value of $T_p$ can be found as follows:

$$T_p = \frac{1}{n} \sum_{i=0}^{n} (\tau_{i+1} - \tau_i),$$  \hspace{1cm} (4)

where $n$ – number of points of intersection between the normalized correlation function curve and the axis of abscissae; $\tau$ – successive values of the coordinates, at which the correlation function curve crosses the X-axis. For the normalized correlation functions shown in Fig. 7 the mean value of this parameter is $T_p = 0.36$ m.

As the mean value of the parameter $\sigma$ in the case under consideration is equal to 0.73 (Table 1), the following value of the ratio is arrived at:

$$\frac{\Delta}{\sigma} = \frac{1}{0.73} = 1.37.$$

Then, in accordance with the well-known table, the value of Laplace's function is equal to 0.41. In view of the above-said, the expression (2) gives the following result: $P = 0.82$. In practical terms, that means that the probability of the combined unit under consideration maintaining the working tolerance of the soil cultivation depth at a level of ± 1 cm is equal to 82%.

Pursuant to the expression (4), at $T_p = 0.36$ m, $\Delta = \pm 1$ cm and $\sigma = \pm 0.73$ cm the value of $\omega$ is equal to 0.54 m$^{-1}$. The obtained result has to be interpreted as follows: in each $1/0.54 = 1.85$ m of the travelling track of the soil cultivation unit under consideration, one instance of the harrowing depth deviating from a tolerance of ± 1 cm is possible.
CONCLUSIONS

When selecting the conditions of the harrow unit, it should be taken into account that increasing the operating speed results in the decrease of the harrowing depth in the cultivated field, while the variances of oscillations of the above-mentioned parameter in accordance with the Cochran's C test remain uniform. The frequency of the harrowing depth oscillations changes little. That is confirmed by the values of the correlation lengths in the normalized correlation functions of the process under consideration, which, in case of the above-mentioned mode of travel of the combined tractor and harrow unit, stay within the sufficiently narrow range: 0.16–0.20 m.

Following the results of the experimental investigations, the maximum value of the normalized cross-correlation function representing the relation between the oscillations of the field harrowing depth and the oscillations of the field’s longitudinal profile does not exceed the 0.12 mark. That gives evidence of the absence of a significant interrelation between the two stochastic processes, which is quite reasonable in view of the small values of the variance and period of the longitudinal field profile oscillations.

The probability of the new combined tractor and harrow unit maintaining the tolerance of the fallow field cultivation depth oscillations within the range of ±1 cm is equal to 82%. Within each 1.85 m of the distance travelled by the combined soil cultivation unit under consideration, only one instance of the field tillage depth deviating from the ±1 cm tolerance can be expected.

The above results of research can be used as practical guidelines, when selecting the unit’s mode of travel in terms of its speed for ripping the soil to a depth of up to 6–7 cm. In case these guidelines are followed, the operation of the unit at speeds within the investigated range (2.1–3.3 m s\(^{-1}\)) will result in the high quality of soil tillage.
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Abstract. The purpose of this work is to study the effect of metal and oxide nanoparticles on some ecological and functional groups in the soil–plant–animal system to form the stability limits of organisms. Nanoparticles of cobalt, iron, zinc, copper, copper oxide, zinc oxide and titanium dioxide sized 20–80 nm were studied. The concentration range was 0.01–1,000 g of nanoparticles per ton of seeds or soil. Objects suitable for biotesting and environmental monitoring were selected: earthworms (Lumbricina), rats (white outbred) and Wistar rats. It was previously found that nanoparticles of the studied metals up to a concentration of 100 g t⁻¹ of seeds, unlike oxides, practically do not affect bacterial populations. The use of indicators of biochemical and cytomorphologic reactions of invertebrates seems promising because worms are able to bind pollutants and reduce their penetration into plants. They are also an indicator of soil biotesting for metal contamination. Reactivity and toxic effects of nanoparticles (NPs) in natural conditions depend both on the type of soil and on the size and concentration of nanoparticles. With sizes (NPs) of up to 20 nm (depending on the type of soil and physicochemical characteristics), NPs are much more reactive and reduce the survival of microorganisms. Small nanoparticles (less than 20 nm) are characterized by a large interface. Such nano-objects exhibit high physical-chemical activity and are safe only at very low concentrations. The specifics of the environmental impact of oxide NPs compared to metal NPs was revealed. It was associated with accumulation of oxides in living systems and the peculiarities of changes in the morph physiological, histological and reproductive parameters of organisms and morphological and biochemical parameters of animals. Oxide nanoparticles accumulate in a living organism, exhibit toxic properties, lower the activity of enzymes and hormones and are transferred along trophic chains, which is not typical for metal nanoparticles.
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INTRODUCTION

In connection with the intensive development of nanotechnology, the flow of artificial nanoparticles entering the environment inevitably increases. This gives rise to the need to study and understand the routes of entry, distribution, accumulation and their effects on living organisms, including the degree of toxicity of nanoparticles, as well as the possibility of their inclusion in biogenic cycles. The environmental effects of nanoparticles of technogenic origin have not been fully studied yet due to the difficulty of isolating them in pure form from natural products for research (Edgington et al., 2010) and conflicting data in scientific studies when assessing their safety. There has been an increase in the number of publications demonstrating the toxic effects of nanoparticles (NPs) with a characteristic size of less than 100 nm (Oberdörster et al., 2005; Alekseeva, 2007; Elsaesser & Howard, 2012). But the properties of nanoparticles depend on many factors: the method of preparation, size, surface area, chemical composition. All these factors, including the effect of small doses, were studied in our earlier works (Churilov et al., 2019) and it was shown that nanoparticles of iron, copper and cobalt with a size of 20–80 nm have biological activity and can be used as growth stimulators of living systems. An analysis of the available scientific data, on the one hand, indicates a high degree of novelty and relevance of the proposed area - the study of the interaction of fine particles of technogenic origin with plant cells to develop technology for their use to stimulate the growth of agricultural plants. And on the other hand it shows the difficulties associated with the probability of bioaccumulation of heavy metals in the form of highly active particles and compounds, which requires special attention to environmental issues and safety of the developed approaches. The ecotoxicological assessment of nanoparticles remains the problem of creating algorithms for their comprehensive investigation, identifying key test objects and test functions, laying the foundations for the development of environmental safety standards. Studies are important to establish tolerance limits and assess the resistance of organisms to this factor of natural and technogenic origin.

The biological activity of metal and oxides nanoparticles indicates that the cause of this phenomenon is the processes associated with the action of a regulatory signal in biological systems (Burlakova et al., 1996; Voronkov et al., 2005; Rajput et al., 2018; Churilov et al., 2019). The biological effect produced by chemical and physicochemical factors is associated with the transfer of information that is universal for any biological objects that operate with a high degree of certainty in the system: an agent (a preparation) - a cell and its structures.

The system of supramolecular structures of the cellular microenvironment satisfies these requirements (Zaytsev et al., 1999). The authors of (Bogatyrenko et al., 1989; Churilov, 2009; Samoylova et al., 2017; Polischuk et al., 2018) showed that the energy of nanoparticles (NPs) of biogenic metals (iron, cobalt and copper) of a certain size (25–60 nm) stimulates the processes of self-organization of biological systems and their adaptation to external conditions. It is assumed that nanocrystalline metals have great potential in mineral nutrition and energy exposure and, thanks to uncompensated bonds, easily form complex compounds with organic substances. As a result, they activate the synthesis of various enzymes that affect carbohydrate and nitrogen metabolism, amino acid synthesis, photosynthesis and cellular respiration (Churilov, 2010; Antonenko et al., 2016; Argentel-Martínez et al., 2019; Karpenko et al., 2019; Arutyunyan, et al., 2020).
In most cases, maximum activity is observed in a certain dose range, divided by the so-called 'dead zone' or a decrease in the index. For metal nanoparticles, an oscillatory character of the dose dependence is observed. In each case, the significance of the most important biological processes, including participation in gene expression, was identified and proved (Folmanis & Kovalenko, 1999; Churilov et al., 2015; Churilov et al., 2018a). The possibility of penetration and bioaccumulation of nanoparticles (NPs) of copper, zinc and titanium oxides with a size of 20–80 nm in various plant organs was established in (Churilov et al., 2018b; Stepanova et al., 2019). It was shown that bio-accumulation in plants led to transmission of NPs along food chains to animals. When introducing vetch grown after seed treatment with copper, zinc and titanium oxides at a concentration of 100 g t\(^{-1}\) into the rabbits’ diet, a significant decrease in live weight of animals was observed throughout the experiment in experimental groups by an average of 15–9%.

There is no bioaccumulation for metal nanoparticles (copper, cobalt, zinc), 20–100 nm in size. Additional evidence of the lack of accumulation of metal NPs with a size of 20–100 nm is the effect of the introduction of crops pre-treated with NPs into the diet of animals on the state of animals. Vetch pre-treated with NPs of copper, iron and cobalt affects the growth of live weight of rabbits, increasing it by 12–16\% relative to the control, while the main blood indicators were within the physiological norm. Therefore, NPs can be used in feed made of plants pre-treated with NPs of metals at concentrations up to 100 g t\(^{-1}\). Moreover, the increased content of useful nutrients in such plants (Ampleeva, 2006) stimulates the growth and development of rabbits.

The effect of nanoparticles on the biological activity of soils and microorganisms that are sensitive to environmental changes has been studied. Metal nanoparticles have almost no effect on bacterial populations. The response to NPs of copper and zinc oxides is highly dependent on their concentration in the soil. Low oxide concentrations can stimulate bacteria that are thought to use resistance mechanisms to allow them to grow, but at high concentrations, population survival is significantly reduced. NPs in the range of up to 20 nm are much more reactive and dangerous. Oxide nanoparticles are more soluble and interact, which is especially characteristic of ZnO with membrane lipids and thiol groups of the enzyme and proteins, which are important for bacterial respiration, as well as transmembrane and intracellular transport. The generation of ROS (reactive oxygen species) plays a key role in this process, since damage to membranes, DNA and cellular proteins is the result of ROS.

The previous studies have considered the influence of nanoparticles on the biological activity of soils and microorganisms *Pseudomonas fluorescens*, Trichoderma koningii, *Bacillus cereus* and *E. coli M-17* (test system ‘Ekolyum’), which are sensitive to environmental changes. There is some evidence of the effect of metal and metal complex nanoparticles and carbon nanotubes on bacterial populations (Bannikova 2017; Godymchuk, 2012). However, metal nanoparticles with certain physical-chemical characteristics studied in this work practically do not affect bacterial populations. The response of copper oxides and zinc to NPs is highly dependent on their concentration in the soil. Low concentrations of oxides can stimulate bacteria that are thought to use resistance mechanisms to allow them to grow, but at high concentrations, population survival is significantly reduced. When NPs reactivity is in the range of up to ~ 20 they are much more reactive and dangerous. Oxide nanoparticles are more soluble and interact, which is especially characteristic of ZnO with membrane lipids and thiol groups
of the enzyme and proteins, which are important for bacterial respiration, as well as transmembrane and intracellular transport. The generation of ROS plays a key role in this process, since damage to membranes, DNA and cellular proteins is the result of ROS.

Thus, in order to develop a unified approach to assessing the potential dangers of artificial nanoparticles, it is necessary to create an integrated system of phyto-toxicological studies.

The following tasks were set: 1. To reveal the patterns of morph physiological reactions of organisms of such ecological and functional groups as earthworms (Lumbricina), white outbred rats and Wistar rats on the effect of colloidal aqueous solutions of nanoparticles. 2. Given the possibility of penetration and bioaccumulation of NPs in tissues of higher plants, to evaluate the resulting biochemical and morph physiological effects. 3. To determine the environmental safety parameters of nanoparticles of different physical-chemical characteristics. The choice of these test objects was determined by the following criteria: a significant role in the functioning of terrestrial ecosystems, the prevalence of ecotoxicological studies in practice and the ease of growing in laboratory conditions.

**MATERIALS AND METHODS**

**Physical-chemical properties of nanoparticles**

Nanoparticles were obtained at RTU ‘MISiS’ by chemical precipitation of metal hydroxides from salt solutions, followed by their low-temperature reduction in a hydrogen stream with subsequent passivation (Dzidziguri et al., 2000; Novakova et al., 2001). Using a scanning electron microscope, the dispersion and morphology of the obtained metal nanoparticles were investigated. Physical-chemical properties of nanoparticles were determined by the following indicators: specific surface area (m$^2$ g$^{-1}$), size distribution of nanoparticles and form factor (Table 1). The specific surface area of the nanoparticles under study was measured by low-temperature nitrogen adsorption by BET using the Quantachrome NOVA 1,200e analyzer.

**Table 1. Physical-chemical properties of nanoparticles**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Cu</th>
<th>Co</th>
<th>Zn</th>
<th>CuO</th>
<th>ZnO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific Surface Area, m$^2$ g</td>
<td>6.5</td>
<td>52.1</td>
<td>5.7</td>
<td>90.5</td>
<td>37.9</td>
</tr>
<tr>
<td>Form Factor (ratio of the maximum size to the minimum one)</td>
<td>&lt; 10</td>
<td>&lt; 10</td>
<td>&lt; 10</td>
<td>&lt; 10</td>
<td>&lt; 10</td>
</tr>
<tr>
<td>Solubility in Water wt. %</td>
<td>insoluble</td>
<td>insoluble</td>
<td>insoluble</td>
<td>insoluble</td>
<td>sparingly soluble</td>
</tr>
<tr>
<td>Solubility in Biological Fluids</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
<td>insoluble</td>
<td>&lt; 1</td>
<td>&gt; 1</td>
</tr>
<tr>
<td>Charge</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Aggregation Resistance</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>Hydrophobic Nature</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Ability to Generate Free Radicals</td>
<td>low</td>
<td>low</td>
<td>low</td>
<td>revealed</td>
<td>revealed</td>
</tr>
<tr>
<td>Accumulation in Organs and Tissues</td>
<td>not found</td>
<td>not found</td>
<td>not found</td>
<td>revealed</td>
<td>revealed</td>
</tr>
<tr>
<td>Acute Toxicity</td>
<td>not hazard (class 4)</td>
<td>low-hazard (class 3)</td>
<td>low-hazard (class 3)</td>
<td>low-hazard (class 3)</td>
<td>low-hazard (class 3)</td>
</tr>
</tbody>
</table>
Toxic properties of nanoparticles

These studies were carried out in accordance with the Methodological Recommendations of the Pharmacological State Committee (‘Guidelines for the experimental (preclinical) study of new pharmacological substances’, Moscow, 2005, edited by R.U. Khabriev). Advanced development models of nanoparticles of copper, cobalt, iron, zinc, zinc oxide, copper oxide, sized 20–80 nm were used in the studies.

To establish the general toxic properties of the solution, white outbred rats were used. The animals were received from nursery ‘Andreevka Branch of the State Center for Scientific Research of Biomedical Technologies of the Russian Academy of Medical Science’. They were grown on purpose and had not previously participated in experiments. The supplier of laboratory animals provides documents proving the last control of their health. The animals, newly arrived at the institute’s vivarium, were kept in the quarantine and adaptation room for 14 days. During the quarantine period, their clinical indicators of health status were monitored. Animals were kept in polycarbonate cages, 5 animals each. Sawdust was use as litter. Animals were kept in the vivarium according to sanitary rules and on a standard diet in accordance with the Order of the Ministry of Health of the USSR No. 1045-73 dated April 6, 1973, The rules of laboratory practice and the Order of the Ministry of Health of the USSR No. 1179 dated October 10, 1983. Feeding was carried out in accordance with the Order of the Ministry of Health of the USSR No. 163 dated March 10, 1966 on the ration of laboratory animals, since January 1, 1979 the ‘Temporary daily allowance of granular compound feeds for laboratory animals’ adopted and approved by the Ministry of Health of the USSR on December 4, 1978 and following the guidelines ‘Standardization of the ecological environment of laboratory animals by nutrition factor’ (1980), Academy of Medical Science. Compound animal feedstuff extruded for laboratory animals (rats, mice, guinea pigs) GOST R 51849-2011 R.5 was delivered by LLC Labkorm, Moscow. The animals were watered from standard drinking bowls with tap water corresponding to GOST ‘Drinking water’.

The animals were kept in rooms with natural artificial lighting and controlled microclimate. Daily readings were taken from psychrometric hygrometer VIT-2 (all indications are documented). The temperature and humidity conditions were within normal limits: air temperature 20–22 °C and relative humidity 60–70%.

Preparation for the experiment was carried out in accordance with the instructions ‘Toxicity test’ GF XI. Before the experiment, food and water were taken from animals. Two hours later, they were weighed and divided into groups. The selection in groups was carried out arbitrarily by the method of ‘random numbers’, using body weight as a criterion. Individual body mass values did not deviate from the group average by more than 10%. Animals were weighed on a BP-05MS-3 0.5/BR scale (Russia). To conduct experiments on the acute toxicity of nanoparticles, white outbred rats weighing 190–220 g were used. 6 series of experiments were carried out, 48 groups of animals were formed, each of which consisted of 10 outbred rats. Their weight is indicated at the time of the preparation administration.

Nanoparticle bio-testing on representatives of the earthworm family

Objects of study were worms - representatives of the family of earthworms (Lumbricina), species: dung worm (Eisenia fetida) and White-bellied earthworm (Octolasion lacteum). Soil was taken from wheat cultivation sites. The test is considered
reliable according to GOST 33637-2015 when the following criteria are met for controls and experimental samples:

– at the end of the test, the total death during the absorption and elimination phases should not exceed 10% (for earthworms) or 20% (for enchitreides) of the total number of worms introduced into the test;

– the average weight loss for Eisenia fetida and Eisenia andrei, measured at the end of the absorption and elimination phases, should not exceed 20% compared to the initial wet weight (raw tissue mass).

A series of indicator cytochemical, cytomorphological, reproductive and restoration indicators of worms in contact with soils containing various concentrations of nanoparticles of various compositions and sizes was provided. The effect on the soil (substrate) was analyzed on the following soil options: 1 – a control sample of natural soil from areas where field tests were carried out; 2 – soil containing optimally permissible concentrations of 10 g t\(^{-1}\) of soil, 100 g t\(^{-1}\) and a maximum of 1,000 g t\(^{-1}\) of copper and cobalt NPs up to 20 nm; 3 – soil with copper or cobalt nanoparticles sized 30–80 nm; 4 – soil containing nanoparticles of copper and zinc oxides with a size of 20–80 nm, a concentration of 10 g t\(^{-1}\) and 100 g t\(^{-1}\). All components were crushed, moistened and mixed until a homogeneous mass. At the end of the experiment, the worms were selected, washed with distilled water and then weighed. Then the bio-substrates were brought to a constant weight in an oven. Dried samples of soil and worm tissues were used to determine metals.

**Determination of antioxidant enzyme activity**

After cleansing the digestive tract, the tissues of the worms Eisenia fetida were homogenized with the help of a tissue homogenizer (QIAGEN, Germany). The homogenate was centrifuged for 18 minutes at 9,000 rpm, diluting to 10% solution. The resulting supernatant was diluted with a buffer mixture to 10% homogenate.

The content of lipid peroxidation products, malondialdehyde (MDA), as well as the activity of the key units of the antioxidant defence system (catalase and superoxide dismutase) was determined using a CS-T240 biochemical analyzer (Dirui Industrial Co., Ltd, China) in a homogenate of worm tissues using commercial Randox biochemical kits (USA). For this, hoods were prepared by homogenization in a buffer (Tris 50 mmol L\(^{-1}\), DTT 1.0 mmol L\(^{-1}\), EDTA 1.0 mmol L\(^{-1}\), sucrose 250 mmol L\(^{-1}\), pH 7.5), which was added in a ratio of 1:9. The activity of malonic aldehyde, catalase and superoxide dismutase was determined on a CS-T240 biochemical analyzer using commercial kits from Randox (USA). The activity of antioxidant enzymes was studied in Eisenia fetida worms under the action of Zn and zinc oxide nanoparticles sized 20–80 nm at various concentrations on natural soil. To evaluate potential acute and long-term effects, their effects were studied at a concentration of 1, 10, 100 and 1,000 g t\(^{-1}\) (g of nanoparticles per ton of soil). The effect of nanoparticles on growth, bioavailability and enzyme activity was determined. The worms were grown in horse manure without any medicine at 22 ± 2 °C. For each repetition, mature worms weighing 400–450 mg were selected, of which 9 groups were formed (\(n = 10\)). Group I included worms grown when adding zinc NPs at a concentration of 1 g t\(^{-1}\) of soil. Group II was connected with a concentration of 10 g t\(^{-1}\) of soil. Group III presupposed a concentration of 100 mg kg\(^{-1}\) of soil. Group IV was connected with a concentration of 1,000 g t\(^{-1}\) of soil. Group V included worms grown with the addition of zinc oxide nanoparticles at a concentration of 1 g t\(^{-1}\) of soil.
Group VI had a concentration of 10 g t\(^{-1}\) of soil. Group VII presupposed a concentration of 100 g t\(^{-1}\) of soil. Group VIII had 1,000 g t\(^{-1}\) of soil and group IX was the control without introducing NPs into the substrate.

**Histological studies**

**Characteristics of the animals used and their conditions**

Mature laboratory Wistar rats of both genders and weighing 200 ± 1 g were used in the studies. 96 females were involved in the experiment. All manipulations with laboratory animals were carried out in accordance with the legislation of the Russian Federation and met international principles of good laboratory practice (GOST R 33044-2014), taking into account recommendations for the management and use of laboratory animals (Guide for keeping ... 2001). During the experiment, the animals were kept in cages for rodents with a capacity of up to 13 individuals at a 12-hour light period, temperature of +22 °C and relative humidity of 40–60%. Autoclaved sawdust of deciduous tree species was used as litter. Standard granular feed Compound feed PK-120’ specially developed for laboratory rats, mice and hamsters was used.

Five groups of animals, 8 animals each, were formed that received cobalt nanoparticles with a size of 20 nm, cobalt and copper nanoparticles with a size of 30–60 nm and copper and zinc oxides of 20–80 nm in size.

The animals' status observation was carried out within two weeks after the introduction of material with control of lethal action and such parameters of the general state of health as the intensity and nature of motor activity, the state of skin and hair, water and feed. The lethal effect of the introduced NPs was recorded by a number of deaths within the experimental groups of animals throughout the entire controlled period.

Before exposure, animals were kept in quarantine for 10 days. The studied materials were administered once intragastrically at a dose of 0.02, 0.2, 2.0 mg kg\(^{-1}\). The control group was injected with distilled water. At the end of the control period, all animals were euthanized by dislocation of the cervical vertebrae (Mank, 1990). Then, the relative mass of visceral organs was calculated and histological studies were performed.

The liver, kidneys, adrenal glands, brain tissues, reproductive organs (tubes, uterus) were fixed in 10% formalin buffer solution, after which they were processed in a histological processor Tissue-Tek Xpress from SAKURA (Japan) and filled with homogenized paraffin medium for histological filling of tissues ‘Meltex’ company ‘JLS Chemical’ (Russia).

Slices with a thickness of 5–7 μm were obtained on a luge microtome ‘MS-2’ (Russia). For general purposes, connective and muscle tissues were stained with hematoxylin and eosin according to Van Gieson.

**RESULTS AND DISCUSSION**

**Toxicological properties of nanoparticle additives**

Nanoparticles were previously mixed with distilled water, kept in a plastic container in an ultrasonic bath for 20 minutes to achieve a uniform suspended state of particles in solution. Immediately after preparation, the suspension was administered to experimental animals once in the stomach using a probe in the form of a provided solution in an amount of 1 ml containing various dosages: 20, 40, 70, 100, 130, 160,
180 mg per animal. This was 1,000, 2,000, 3,500, 5,000, 6,500, 8,000, 9,000 mg kg\(^{-1}\) of the body weight and the control without additives.

To calculate the indicators of median lethal dose LD\(_{16}\), LD\(_{50}\), LD\(_{84}\), the Miller-Teitner probit analysis method was used and GOST 12.0.007-76 was used to determine the hazard class.

As a result of studying the toxicological properties of nanoparticle additives, the following results were obtained:

- parameters of acute toxic effects with a single oral administration to white rats;
- parameters of toxic effects with repeated use of additives to white rats (chronic toxicity).

An experiment to determine chronic toxicity and cumulative properties was carried out in 3 series for 60 days using two methods (Lim, 1961; Yu.S. Kagan and V.V. Stankevich, 1968). In the first 5 days, each rat was injected 1/10; 1/20 or 1/50 of the previously established single doses of LD\(_{50}\). Then, every subsequent 5 days, the dose increased 1.5 times from the previous daily administered dose. In the course of the experiment, the phenomena of toxicosis and death of animals were recorded and an autopsy of dead animals was performed.

For nanoparticles with a size of 20–80 nm, toxic characteristics were determined. Parameters of acute toxic effects after a single oral administration to white rats were as follows: LD\(_{50}\) (Zn NP) – 379.7 mg kg\(^{-1}\), LD\(_{50}\) (ZnO NP) – 292.9 mg kg\(^{-1}\), LD\(_{50}\) (Co NP) – 1233.3 mg kg\(^{-1}\), LD\(_{50}\) (CuO NP) – 259.2 mg kg\(^{-1}\), respectively, so additives were classified as moderately hazardous substances of hazard class 3. LD\(_{50}\) (Cu NP) – 7,000.0 mg kg\(^{-1}\), LD\(_{50}\) (Fe NP) – 9,000.0 mg kg\(^{-1}\), respectively, indicated additives belonging to low-hazard substances of hazard class 4 according to GOST 12.1.007-76.

Established chronic lethal doses were as follows: LD\(_{50}\) (Zn NP) chron. – 1,284.0 mg kg\(^{-1}\) of live weight, LD\(_{50}\) (ZnO NP) chron. – 1,183.8 mg kg\(^{-1}\), LD\(_{50}\) (Co NP) chron. – 4,180.8 mg kg\(^{-1}\), LD\(_{50}\) (CuO NP) chron. – 580 mg kg\(^{-1}\), LD\(_{50}\) (Cu NP) chron. – 40,650.9 mg kg\(^{-1}\), LD\(_{50}\) (Fe NP) – 56,000 mg kg\(^{-1}\). The results were consistent with previously established hazard classes in experiments on the study of acute oral toxicity.

**Biological and environmental safety of nanoparticles by the example of representatives of the earthworm family (Lumbricina)**

If one compares the chemical method for analysing soil pollution, it shows the concentration of only the substances being determined, and the biological method using worms indicates the presence or absence of toxicity. The main soil load is derived from such pollutants as Cu, Zn, Co, Pb.

The control soil contained these elements below the MPC and the indicators remained in this range for 3 days, 1, 4, and 8 weeks and did not depend on the composition of nanoparticles at the concentration range of 1–100 g t\(^{-1}\). When the concentration of nanoparticles was 1,000 g t\(^{-1}\), the indicators changed remaining in the MPC, excluding the zinc content (Table 2).

<table>
<thead>
<tr>
<th>Table 2. The metal content in the soil during the experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>The content before the experiment, mg kg(^{-1})</td>
</tr>
<tr>
<td>Cu 2.80 ± 0.03</td>
</tr>
<tr>
<td>Zn 21.6 ± 0.022</td>
</tr>
<tr>
<td>Co 4.60 ± 0.07</td>
</tr>
<tr>
<td>Pb 5.40 ± 0.04</td>
</tr>
</tbody>
</table>
After the contact of nanoparticles with the soil, an increase in the weight of the worms (*Octolasion lacteum*) was gradually observed in the first, fourth, and eighth weeks (Fig. 1). The weight of the worms in the control variant was 200 mg, 240 mg, 604 mg, and 805 mg, depending on the time of the experiment. In soils where the content of Cu, Zn, Co nanoparticles was 10 g t\(^{-1}\) of soil, an increase in the mass of worms was observed and after 8 weeks it was higher by 28, 29, and 31\%, respectively, relative to the control. After the 4th and 8th week the soil, where the content of Cu, Zn, Co nanoparticles was 1,000 g t\(^{-1}\) of soil, the mass of worms decreased from 10 to 12\% compared with the control. At the same time, after the second week an increase in the mass of worms in soils with the content of ZnO and CuO nanoparticles of 10 g t\(^{-1}\) was only by 3 and 5\%, respectively. After the 8th week, the mass of worms in this soil decreased by 25\% and 45\%, and in soils with a content of nanoparticles of 1,000 g t\(^{-1}\) the decrease was 46\% and 58\%, respectively. A similar pattern was observed for *Eisenia fetida*. For copper and zinc nanoparticles with sizes up to 20 nm an increase in the weight of worms was observed by 15\% and 35\% compared with the control after the 2nd week. After the 6th week the weight of worms decreased in soils where the content of nanoparticles was 10 g t\(^{-1}\) by 60\% and 65\%. The decrease after the 8th week amounted to 75\% and in soils with a content of nanoparticles of 1,000 g t\(^{-1}\) the worms' death was observed.

**Figure 1.** The change in the mass of worms during the experiment at a concentration of nanoparticles in the soil equal to 10 g t\(^{-1}\).

After 5 weeks of the experiment the number of individuals and cocoons of all types of worms in the control soil did not change significantly. The survival rate of individuals was 97\% and that of cocoons was 98\%. When the content of Cu, Zn, Co, ZnO, CuO nanoparticles was 1–10 g ha\(^{-1}\), the number of individuals, as well as their cocoons, did not change compared to the control. The number of individuals decreased by 15\% and that of cocoons was 21\% less at a concentration of Cu, Zn or Co nanoparticles of 1,000 g t\(^{-1}\) and by 24–29\% for ZnO and CuO nanoparticles at a soil concentration of 100 g t\(^{-1}\). The reproductive activity of worms, depending on environmental toxicity, is a reliable indicator of biotesting. It should be noted that the main parameters in the study of the propagation of worms are: the dynamics between the number of individuals and cocoons obtained from them and the number of hatched young individuals from these cocoons. When studying the relationship between the number of cocoons and the appearance of young worms, it was revealed in the third week, that the number of young worms increased on average by 30\% compared with the control soil when contact with
metal nanoparticles (1–100 g t⁻¹) and by 5% when contacting oxides. At a higher concentration of oxides in the soil, the number of cocoons decreased with increasing the age of worms, and at the 6th week of ontogenesis they cease to postpone them.

When the concentration of nanoparticles was 100 g t⁻¹ of soil the number of large granules in amebocytes increased by 0.6% and small granules decreased by 1.9%. A similar trend remained unchanged for the dung worm. For oxides at a concentration of 1–10 g t⁻¹, the cytochemical parameters in hemolymph cells were as follows: for large granules, an increase of 1.5% was observed and for small granules a decrease of 2–3% was noticed. At a concentration of more than 100 g t⁻¹ in the amebocytes of the worms, compared with the norm, the number of large granules increased sharply and small granules practically disappeared. When evaluating the number of large and small glycogen granules in amoebocytes of worms exposed to anthropogenic effects of oxide nanoparticles, it was noted that their change had some negative effect, which was apparently associated with a higher solubility of copper oxides and especially zinc, as well as with an increase in the amount of these metals in the soil.

**Determination of the activity of antioxidant enzymes in *Eisenia fetida* worms**

To confirm the different toxicities of zinc and zinc oxide, the activity of the antioxidant enzymes of *Eisenia fetida* worms was studied. The tissues of the worms (after cleaning the digestive tract) were mixed with a homogenizer (QIAGEN, Germany).

The homogenate was centrifuged for 15 minutes at 10,000 rpm, diluting to 10% solution.

The activity of malonic aldehyde catalase and superoxide dismutase was determined on a CS-T240 biochemical analyzer using commercial kits from Randox (USA). The activity of antioxidant enzymes in *Eisenia fetida* worms was studied under the action of Zn nanoparticles and zinc oxide with a size of 20–80 nm, in natural soil. To evaluate the potential acute and long-term consequences of their impact, the effect of nanoparticles on growth, bioavailability and enzyme activity was determined at a nanoparticle concentration of 1, 10, 100 and 1,000 g t⁻¹ of soil.

On the 30th day of exposure to zinc oxide nanoparticles, the development of oxidative stress was manifested in a sharp increase in the level of enzymes.

When a dose of Zn NP of 100 mg kg⁻¹ the maximum level of malondialdehyde (MDA), the main indicator of lipid peroxidation, was higher than the control by 18%. At low and medium concentrations (1–10 g t⁻¹), the activity of MDA was in the range of 8–12% relative to the control values. The activity of superoxide dismutase (SOD) and catalase enzymes for zinc oxide nanoparticles increased, but deviations from the control were less than 30% and reached 70–120%. Evaluation of the antioxidant status of antioxidant enzymes, superoxide dismutase and catalase showed that under the influence of zinc NPs there was a slight increase in SOD at concentrations of 10 and 100 g t⁻¹, followed by a decrease of 32% at a dose of 1,000 g t⁻¹, respectively. An increase in load leads to inhibition of enzymatic reactions. There is a decrease in catalase activity by 10% relative to the control. Against the background of an increase in the level of antioxidant protection, the worm's body is able to withstand the amount of zinc NPs much higher than 100 g t⁻¹ and, consequently, for metal NPs of 35–60 nm in size the stability limit of adaptation mechanisms is a concentration significantly exceeding 100 g t⁻¹ and for oxides it exceeds 10 g t⁻¹.
The bio-accumulation of nanoparticles in the structure of worms depends on the level of nanoparticles in the soil substrate and on the ability of metal ions to return to the soil substrate. The level of zinc bio-accumulation in the presence of zinc and zinc oxide is 1.3 and 18.02, respectively, at a dose of 100 g t\(^{-1}\), whereas it is 2.3 at 10 g t\(^{-1}\). The degree of absorption and the rate of accumulation of metals in the body of the worms increased depending on the level of NP dose in the soil substrate. In particular, the degree of absorption in the control corresponded to a value of 0.48 mg % at 100 g t. With an increase in the concentration of zinc and zinc oxide, respectively, to 1,000 g t\(^{-1}\), the rate of accumulation and degree of absorption of zinc was 2.3% and 29.8%, respectively, more than the control. The highest bio-accumulation value was found at a dose of oxide nanoparticles of 1,000 g t\(^{-1}\), where the absorption and accumulation rates increased linearly with increasing the load on the soil substrate. It can be argued that the nanoparticles of oxides accumulate in structures of living systems, complicating their development and reducing survival.

**Cytotoxicity of nanoparticles of copper, cobalt and oxides of copper and zinc for rats**

With the introduction of suspensions of NPs of copper, cobalt and their oxides in a dose of 0.02 mg kg\(^{-1}\) of live weight to rats, blood hematological and biochemical parameters were studied for a month.

The analysis results showed that cobalt (Co NP) and copper (Cu NP) nanoparticles with particle sizes of up to 20 nm and 35–65 nm, respectively, did not significantly affect the blood hematological parameters of experimental animals compared with the control group. A slight change in the myelogram was observed: for example, leukocytes increased by 38% in the case of Cu NPs and by 39.3% in the case of Co NPs compared to the control, remaining within the normal range, which can be explained by stress during blood sampling. The percentage of components has not changed.

![Figure 2. Hematological blood parameters of experimental animals.](image-url)
When ZnO NPs (particle size 20–80 nm) were introduced into the diet of rats, the number of erythrocytes, leukocytes and hemoglobin decreased by 17.7% and 18.5%, 34.1% and 20.5%, 13.6% and 15%, respectively, compared with the control (Fig. 2). The total volume of erythrocytes, their distribution in blood and lymphocytes increased by 13.9%, 59.7% and 18.5%, respectively. ESR increased relative to the control by 5.5–8 times, which indicated the toxicity of ZnO and Co NPs (to 20 nm).

The introduction of CuO NPs (particle size 20–80 nm) contributed to an increase in all parameters (Fig. 2). So, erythrocyte distribution in blood increased by 17.7%, hemoglobin by 4.8% and segmented neutrophils by 18.75%. All NPs, except cobalt sized 20 nm and zinc oxide (20–80 nm) did not have any negative effect on morphological parameters of blood.

Nanoparticles of copper and cobalt with a size of 35–60 nm changed the biochemical parameters of blood approximately to the same extent within the physiological norm (Figs 3–8). NPs of copper and cobalt caused an increase in creatinine by 18.5% and 18.05% and glucose by 25.2% and 26.0%, respectively. The decrease in urea was 11.0% and 11.8%, the total bilirubin was 23.0% and 22%, respectively. The increase was insignificant and indicated the absence of toxic effects of NPs on hepatocytes.

**Figure 3.** The effect of nanoparticles on the content of urea (a) and creatinine (b) in rats' blood (hereinafter, in section *, options are indicated in which a significant difference with control values is noted at $p < 0.05$).

**Figure 4.** The effect of nanoparticles on the content of total bilirubin (a) and direct bilirubin (b) in rats' blood.
To determine the effect of nanoparticle sizes, rats were injected with Co NP, 18–20 nm in size (Figs 3–8). For this group there was an increase in comparison with the control values: creatinine by 38.46%, total bilirubin by 133.3%, direct bilirubin by 60.0%, glucose by 17.5%, albumin by 39.3% and cholesterol by 31.3%. AST increased by 15%. ALT decreased by 47.5% and de Ritis coefficient decreased by 2.3 times. At the same time, total protein and urea decreased by 5.8% and 9.8%, respectively. All these data indicate the toxic effect of Co NPs (to 20 nm) on internal organs (liver, kidneys). Such nanoparticles are extremely reactive and dangerous for living systems.

For CuO NPs the values of the parameters were as follows: urea decreased by 8.7%, AST increased by 14% and ALT became 55% lower, de Ritis coefficient decreased by 20%, relative to the control. Total bilirubin increased by 16.7%, alkaline phosphatase by 38.7%, total protein by 7.42% and globulins by 6% (Figs 3–8).

![Figure 5](image5.png)

**Figure 5.** The effect of nanoparticles on the content of AST (aspartate aminotransferase) (a) and ALT (alanine aminotransferase) (b) in rats' blood.

When rats got ZnO NPs, urea decreased by 18%, total protein by 12.8% and the globulin fraction by 18.4%. The content of alkaline phosphatase increased by 4 times, AST by 17%, ALT by 2 times and de Ritis coefficient decreased by 1.7 times, which indicated the toxic effect of NPs on bone tissue, liver and kidney (Figs 3–8).

![Figure 6](image6.png)

**Figure 6.** The effect of nanoparticles on the content of albumin (a) and globulin (b) protein fractions in rats' blood.
When comparing the effect of NPs of cobalt and copper, sized 35–60 nm, on morphological and biochemical parameters of blood, one can say they have a positive effect on the animal's organism, stimulating metabolic processes. Cobalt NPs, having a particle size of up to 20 nm, have a toxic effect, so they are dangerous for living systems. The effect of copper oxide NPs is not toxic, but it inhibits the metabolic processes of both plants and animals. Zinc oxide has a toxic effect and this is possibly due to higher solubility of zinc oxide in biological fluids.

**Figure 7.** The effect of nanoparticles on total protein (a) and cholesterol (b) in rats' blood.

**Figure 8.** The effect of nanoparticles on the activity of alkaline phosphatase (a) in rats' blood and on the value of de Ritis coefficient (b).

Determination of the level of malondialdehyde and the activity of superoxide dismutase showed a different ratio for all studied groups. The MDA content in the group getting metal NP corresponds to the control group and is less than in the groups treated with oxides NP and especially cobalt, up to 20 nm in size. A decrease in the content of MDA indicates a decrease in the level of lipid peroxidation processes.

A change in the level of malondialdehyde, one of the final products of the lipid peroxidation process, allows to judge the intensity of processes that inevitably increase in pathogenic conditions. A decrease in the MDA level for 35–60 nm nanoparticles of copper and cobalt indicates a decrease in free-radical oxidative processes, i.e. a decrease in the level of oxidative stress, relative to the effect of cobalt oxide NPs and cobalt NPs, 20 nm in size.
Table 3. The content of malondialdehyde and the activity of superoxide dismutase in plasma and hemolysates of rat erythrocytes with the introduction of NP in a dose of 0.02 mg kg\(^{-1}\)

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Malondialdehyde, mol ml Hb</th>
<th>Superoxide dismutase, c.u. g Hb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hemolysates</td>
<td>Plasma</td>
</tr>
<tr>
<td>With natural pathomorphism</td>
<td>17.8 ± 1.5</td>
<td>2.10 ± 0.32</td>
</tr>
<tr>
<td>NP of copper, size 35–60 nm</td>
<td>17.0 ± 2.6</td>
<td>2.04 ± 0.01</td>
</tr>
<tr>
<td>NP of cobalt, size 35–60 nm</td>
<td>17.1 ± 1.8*</td>
<td>2.0 ± 0.021</td>
</tr>
<tr>
<td>NP of copper oxide, size 20–80 nm</td>
<td>18.0 ± 2.6</td>
<td>2.09 ± 0.01</td>
</tr>
<tr>
<td>NP of zinc oxide, size 20–80 nm</td>
<td>19.1 ± 2.6</td>
<td>2.36 ± 0.01</td>
</tr>
<tr>
<td>NP of cobalt, size 20 nm</td>
<td>19.5 ± 2.2</td>
<td>2.8 ± 0.5</td>
</tr>
</tbody>
</table>

\*P ≤ 0.05.

The decrease in SOD activity against the background of an increase in the MDA level (Table 3) may indicate a decrease in the protective mechanisms of the cell, which is typical for the action of zinc oxide nanoparticles, 20–80 nm in size and cobalt NPs, sized 20 nm, at a concentration of 0.2–2.0 mg kg\(^{-1}\). In this experiment, under the influence of copper and cobalt nanoparticles with a size of 35–60 nm, SOD decreases proportionally with a decrease in MDA, which suggests a decrease in the number of superoxide anions on the cell surface, i.e. a decrease in the intensity of peroxide oxidation processes.

**Histological studies**

For histological studies, 8 animals were selected. Samples were taken from 1.5 to 2.0 cm in size. A 10.0–12.0% formalin solution was used to fix the material. Samples were filled in paraffin blocks (7–8 days). Sections with a thickness of 5–7 μm were obtained on a luge microtome ‘MS-2’ (Russia) and stained with hematoxylin and eosin.

Some moderate expansion of the vessels of the venous channel with their pronounced plethora was noted in the liver of female rats treated with Cu NPs sized 35–60 nm at a dosage of 2.0 mg kg\(^{-1}\). Some blood vessels of rats treated with 2.0 mg kg\(^{-1}\) CuO NPs were empty. Dystrophic processes developed in hepatocytes with the appearance of grains and vacuoles in the cytoplasm of cells. A moderate polymorphism of hepatocyte nuclei was observed, both in size and in the degree of chromatin staining.

Pathological changes were found in kidney tissues of animals in groups receiving Co NPs sized 20 nm and CuO and ZnO NPs sized 20–80 nm (Fig. 9). These included

![Figure 9](image-url)
congestive plethora of central veins (b) and expansion of the central veins and centrolobular sinusoids (c). One can see multiple focal necrosis of hepatocytes (d). However, in the case of cobalt with a size of 35–60 nm, the liver was characterized by plethora of central and portal veins, moderately expressed focal necrosis of hepatocytes.

In all experimental rats treated with nanoparticles of zinc, copper and cobalt oxides sized 20 nm the brain layer and a glomerular zone of the adrenal glands were with protein dystrophy, which was possibly associated with a decrease in the content of mineral corticoids in them. After NPs of copper and cobalt, sized 35–60 nm, the rats had moderate protein glomerular dystrophy. The reproductive function (tubes, uterus) in all groups, including the control, did not have gross violations.

Noticeable changes were detected in kidney tissues of animals in groups receiving cobalt NPs sized 20 nm and copper and zinc oxides of 2.0 mg kg⁻¹ (Fig. 10). For the kidneys of the experimental groups (Fig. 10: 2, 3, 4), plethora of the capillary network and veins of the cortical substance was observed. In all series of experiments, the histot-structural organization of the proximal tubules is disrupted. This include multiple foci with turbid swelling of the nephocyte cytoplasm with fine granularity, a flattened form of nephrocytes, pycnosis of the nuclei and a large, filled lumen. In addition, in all series of experiments, one of the types of disturbance is observed. This is granular degeneration of cellular protein metabolism due to the decay of lipoprotein complexes, which form the basis of the membrane structures of the cell, primarily the mitochondria and the endoplasmic reticulum. The pronounced plethora of capillaries of the renal corpuscles and capillaries of the peritubular network found in all series can be the cause of granular dystrophy (Chen et al., 2007; Serrano et al., 2015).

Figure 10. Histological studies of rats' kidneys in the control (1) mp ×400 and experimental groups at a nanoparticle concentration of 20 mg kg⁻¹: copper oxide (2); zinc oxide (3); cobalt (4). Stained with hematoxylin and eosin mp 10×16×160.

The observed effects were dose dependent 0.02, 0.2, 2.0 mg kg⁻¹. At the maximum dosage of cobalt NPs, 20 nm in size, pathological changes were manifested on the macroscopic level. The rats treated with NPs of metals and copper oxide in the same dosage did not have such violations.

The effect of nanoparticles on living systems depends on many factors. Important factors of their biological activity are the chemical interaction of nanoparticles with a liquid medium and a change in the pH of the medium due to the high reduction ability (Aleksanyan et al., 2005). These factors increase the permeability of membranes for nanoparticles, contributing in certain conditions to their bio-accumulation, which depends on the information (those properties) that particles of different sizes, composition and physicochemical properties possess (Auffan et al., 2009; Nel et al., 2009). When studying the dependence of the effect of nanoparticles on the oxidative
modification of proteins it was established that there was a decrease in the possibility of renewal of thymic tissue proteins due to low activity of cellular protease systems in groups of rats receiving nanoparticles of copper and zinc oxides at doses of 0.001 and 0.1 mg kg\(^{-1}\) (Abalenikhina, 2012), which directly depended on the activity of the biosynthetic mechanism of the cell. Histological studies in rats receiving 2.0 mg kg\(^{-1}\) of copper oxide and cobalt NPs sized 20 nm and zinc oxide NPs sized 20–80 nm showed that there was a change in nuclear cytoplasmic ratios in hepatocytes. There was moderate polymorphism of the hepatocyte nuclei, ‘perforated nuclei’ and dystrophy. In the cells of the kidneys and brain, protein dystrophy and pycnosis of the nuclei were noted, which mainly indicated some violation of the permeability of the nuclear membrane and indicated the decay of nucleoproteins and the release of nucleic acids. In addition, there was one type of violation in all the experiments, i.e. granular degeneration of cellular protein metabolism. All this indicated the influence of nanoparticles to varying degrees on the metabolism of protein synthesis and, in particular, on DNA.

**CONCLUSIONS**

To create environmentally friendly norms of nanoparticles in contact with biological objects, it is first necessary to determine the effects of nanoparticles on microorganisms, invertebrates (worms), plants and animals, studying their effect in the soil - plant - animal system. In this case, it is necessary to take into account the chemical composition and physical parameters of low frequencies, biocompatibility and bioaccumulation in the presence of the effect of ‘low doses’. Nanoparticles are exposed to all components of a living organism, including bio-macromolecules, hormones, enzymes, especially cell membranes. Influence on the membrane structure leads to a change in the functional state of the cell, which changes the mechanism of action of nanoparticles depending on their concentration, structure and size.

Nanoparticles of copper, zinc and cobalt oxides belong to the III moderate toxicity class, but they accumulate in living systems, prolonging the time of interaction with them, which affects the survival of microorganisms, a decrease in the enzymatic activity of invertebrates, plants and animals (mice, rats, rabbits) biological, biochemical parameters of blood, the destruction of the protein structure and a decrease in the ability to update tissue proteins, which is confirmed by histological studies of internal organs.

Oxide nanoparticles accumulate in a living organism, exhibit toxic properties, lower the activity of enzymes and hormones and are transferred along trophic chains, which is not typical for metal nanoparticles.

Small nanoparticles (less than 20 nm) are characterized by a large interface. Such nano-objects exhibit high physical-chemical activity and are safe only at very low concentrations. Representatives of the family of earthworms, mice, rats are exposed to their negative effect, caused not by the toxicity of the particles themselves, but by a destructive effect on all metabolic processes and this leads to the accumulation of radicals (oxidation products) and the destruction of cell membrane proteins. Therefore, talking about favorable concentrations is impossible, they are dangerous.
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Abstract. Environment concern, sustainable products demand, and natural components conscious are currently global movement factors. Related to the global movement factors, citronella grass (Cymbopogon nardus L.) is being widely used in folk medicine, and has insect repellent activity, fungal and bactericidal action. Its essential oil has high content of citronellal, citronellol, geraniol. The essential oil is mostly extracted from leaves which turns this plant with high commercial demand. However, to obtain the best therapeutic quality and productivity of medicinal plants, which culminates in greater quantity and quality of the active compounds, the proper management of the crop is fundamental, as several factors can interfere during its growth and development. Thus, we analyzed the growth of citronella plants submitted to different levels of shoot and root cuts. Five different proportions of root pruning (0, 25, 50, 75, 100%), after 145 days of seedling planting and four cuttings in the shoots: blunt; a cut at 145 DAP (days after planting) along with the root cut; a cut at 228 DAP; and cuts at 145 and 228 DAP (two cuts). Four harvesting for dry matter accumulation and photoassimilate partition data were performed. The treatment with 100% root cut, but without leaf cut, increased the total dry mass accumulation of the plant in relation to the other treatments, for the last analysis period, demonstrating a recovery. Thus, the application of two leaf cuts or no leaf cutting within the 100% root cut treatment for leaf dry mass accumulation is more effective when compared to the blunt root treatment.

Key words: pruning, citronella growth, Cymbopogon nardus L., medicinal plant, photoassimilates, stress root.

INTRODUCTION

Concern for the environment and the quest to consume sustainable products with the conscious use of natural components is a growing movement worldwide (Chen et al., 2019; Xiong et al., 2019; Hatanaka, 2020; Yang et al., 2020). The research extends to several areas such as: medicines, cosmetics and food (De Hooge et al., 2018; Kozlowska et al., 2019). In Brazil, the juice and tea market grow 15% a year. Brazil has also stood
out in the market for products for hygiene, cosmetics and perfumes and has grown over 20% in exports over the last years (Corrêa Junior & Scheffer, 2013).

Thus, the species known as citronella grass (Cymbopogon nardus L.), is a plant of great interest as a raw material for natural products production (Kačániová et al., 2017; Silva & Ricci-Júnior, 2020). Citronella is a perennial species that fully develops in warm environments with fertile and well-drained soils, in addition to a large amount of biomass production, similarly to plants with C₄ metabolism (Sivashanmugam et al., 2009; Faria et al., 2018; Zhang et al., 2019).

The essential oil (EO) produced on leaves of citronella grass has several properties, such as repellent effect, especially for mosquitoes, and on negatively growth of fungi and bacteria (Solomon et al., 2012; Capoci et al., 2015; Hernandez-Lambrano et al., 2015), besides presenting aromatic characteristics (Gupta et al., 2018). Citronella leaves can also be used as a sedative and soothing in Brazilian folk medicine and in Indonesia as a soothing and digestive tea (Castro et al., 2007; Castro et al., 2010).

The leaves are the most economically valuable part of citronella grass, where EO is extracted. The EO is rich in citronellal aldehyde and contains high content of geraniol, citronellol and esters (Barbosa et al., 2008; Oliveira et al., 2010). The potential of EO has been reported to control pathogenic bacteria and fungi (Silva et al., 2010; Demuner et al., 2011; Nascimento et al., 2011).

The value of medicinal, aromatic or flavoring plants is determined by the production of chemical compounds, which are called active ingredients. In general, the active ingredients are mainly produced in leaves, flowers, roots or barks, depending on the plant species (Corrêa Junior & Scheffer, 2013). Moreover, the biosynthesis of chemical compounds vary according to several factors, ranging from changes in crop management to environmental factors such as light, temperature, soil state and photoperiod which can directly influence in growth and development, as well as yield (Peixoto et al., 2011; Pavarini et al., 2012; Nobre et al., 2013). The productivity is even reported as being widely affected according to weather conditions in the trial years (Plūduma-Pauniņa et al., 2019).

Thus, it is necessary to consider the optimal environmental conditions for each species, aiming high quantity and quality of chemical compounds, especially plants with high production of EO and can be highly impacted due to environmental changes that interfere on active compounds production (Souza et al., 2011).

Besides that, cutting processes mainly to obtain material for compound extractions can also be a stressful factor. Therefore, it is important to understand how the pruning of the shoot along with cuts in the root system during the citronella cultivation can influence biomass production, which is the main important raw material for EO extractions. In addition to the stress caused by pruning and cutting to the plants, it also can provide a better crop yield such as for example a better root and shoot development with high quantity and quality of EO (Kaczorowska–Dolowy et al., 2019).

Several studies have reported that pruning levels can influence plant metabolism: (i). pruning intensity influences growth, flower, and fruit development (Toit et al., 2020); (ii). early or late pruning influences EO yield; (Thakur et al., 2019); (iii). the number of pruned branches has a positive correlation with the growth attributes (Kathiresan et al., 2019); (iv). Partial root pruning lead to high plasticity of plants when the biomass of source organs is changed (Fanello et al., 2020); (v). the metabolite profile of shoots changes significantly after pruning (Arkorful et al., 2020).
Thus, to test how plants change the shoot growth when the roots are reduced (cut roots) by influencing the source-sink relationship during the critical period when leaves are removed from plants. Besides that, the requirement to comply with well-defined quality standards in medicinal and aromatic plants requires the elaboration of specific production strategies (Máthé & Franz, 1999). Therefore, the aim of this study was to analyze the biomass partitioning of citronella plants submitted different proportion of root cutting and shoot pruning.

**MATERIALS AND METHODS**

The experiment was carried out between March 2015 and May 2016 (22º54'00" S, 43º08'00" W and 8 m altitude). The annual average temperature was 23 ºC, with Aw climate, according to the Köppen classification. Citronella grass (*Cymbopogon nardus* (L.) Rendle) seedlings were planted in 8 L-polyethylene pots containing sandy soil, using a spacing of 40 cm between rows and between plants. Plants were watered to keep at field capacity. The plants were cultivated for five months until the beginning of the treatments, where they have adequate leaf area for the first pruning. For this, the experiment was conducted in a fully randomized design, with five different proportions of root cutting (0, 25, 50, 75 and 100%) and distinct shoot pruning after 145 days of seedling planting. The first pruning of all leaves was performed on the same day as the root cutting. The leaf pruning was composed of four treatments: blunt; pruning at 145 DAP (days after planting) along with the root cutting; pruning at 228 DAP; and pruning at 145 and 228 DAP (two pruning).

The roots were cut into a container with water and kept immersed in water for 24 h (at room temperature) to avoid cavitation in the vascular system. Root cutting treatments were through transverse cuts in the root system. After 24 h, the plants were replanted in 8 L-pots containing the same soil as above described. Throughout the experiment, the plants were fertilized (six and twelve months after seedling planting) using 300 g of Bokashi® compost plus 13 g of NPK (nitrogen: 0.4%; phosphorus: 14% and potassium: 0.8%) per pot.

To obtain the data of dry matter accumulation and photoassimilate partitioning, successive harvesting were performed, starting on the day of seedling planting, totaling four harvesting and in each harvesting the dry mass of the plant organs (leaf, stem and roots) was determined. The dry mass was getting by drying the fresh mass samples in an oven dried with forced air circulation at 65 ºC until reach constant mass (± 72 h). The dry matter mass was calculated by the difference in fresh and dry mass for each analysis period.

The data was compared by its respective standard deviation with split plots. Treatment a: five different proportions of root cuts and treatment b: four different types of leaf cuts, with five samples per treatment.

**RESULTS AND DISCUSSION**

The growth analyzes show that when the roots are cut, but without pruning the leaves, there is an increase of the root dry mass in relation to other treatments. Leaf cutting alone showed the highest dry mass production for the leaves, and the treatments that remained at levels of non-leaf pruning were 50 and 75% root cutting.
Thus, the results of the evolution of citronella dry matter in internal comparisons (leaf pruning with different root cuts) (Fig. 1), with the first and second analysis being identical in all results, as the plants with no cutting and pruning. After 228 DAP, there was alterations, by being more relevant in the last analysis, since plants contained the treatments in the third and fourth analysis. After 145th day, changes were observed, with emphasis on the last analysis, since all plants had undergone some treatment.

![Graphs showing root dry matter accumulation](image)

**Figure 1.** Evolution of citronella plant root dry matter accumulation in leaf cut treatments: (A) blunt root; (B) 25% root cut; (C) 50% root cut; (D) 75% root cut; (E) 100% root cut. (SCRF: no leaf pruning; CF1: leaf pruning at 145 DAP; CF2: leaf pruning at 228 DAP; CF12: leaf pruning at 145 and 228 DAP). Bar indicates Standard Deviation.

The treatment with no cutting on root (Fig. 1, A), which involved two leaf pruning at 145 and 228 DAP showed the highest root dry matter accumulation in the last analysis period. According to this treatment, it was observed that in the final analysis period the treatments with cutting at 145 and 228 DAP presented very similar values in their respective dry matter accumulation curves.

The treatment with 100% root cutting (Fig. 1, E) and no leaves pruning increased the root dry mass in relation to the other treatments, showing a 74.11% increase.
compared to the 25% root cutting treatment (Fig. 1, B) for the same treatment of leaves in the last analysis period. This suggests that even under stress, the 100% root cutting plants had a higher root dry mass accumulation, as compared to the control (Fig. 1, A).

When the total dry mass accumulation of citronella was analyzed in the different root cutting treatments in relation to the four leaf pruning treatments, the treatment with 100% root cutting only and without leaf pruning showed a total of 838.67 g, as previously published data from this experiment (Daflon et al., 2019). This was the treatment that showed the largest increase in total mass in relation to the control, especially in the last analysis, where the root mass had a major contribution in the total mass of these plants, with an increase of 270 g, and soon after treatment with 50% of the root cut.

The redirection of photoassimilates to biomass production at the affected site (roots) is probably due to the fact that this energy is essential for the formation of new roots at this site, and most experiments involving root cutting demonstrate the reorientation of the roots assimilated toward the cut roots (Fanello et al., 2020). The same authors state that in cuttings performed on soybean roots in different proportions also promoted a greater accumulation of root biomass in pruned plants, causing a large increase in root respiration (increased alternative oxidase activity) and nitrate absorption, as well as also of water consumption towards the end of growth, as the pruned plants age.

Studies indicate that biomass accumulation by the plant and its productivity can be strongly affected by environmental conditions, among other factors (Lucas et al., 2013; Poorter et al., 2016; Xiao et al., 2016; Plūduma-Pauniņa et al., 2019; Yin et al., 2019), even if crop and weed mismanagement occurs, this can affect yield, which reflects the quality of the final product (Glatkova & Pacanoski, 2019).

In the treatments that suffered root cuts and a leaf pruning: i: 25% (Fig. 1, B), ii: 50% (Fig. 1, C) iii: 75% (Fig. 1, D) demonstrated higher dry mass accumulation compared to other treatments, including control (Fig. 1, A). However, the 75% treatment (Fig. 1, D) achieved a 36.19% reduction compared to the 100% treatment (Fig. 1, E) which showed higher root dry mass in relation to this leaf pruning.

Several factors can affect the growth and development of the crops, as well as the production of secondary metabolites, not only the injury caused by the application of pruning, but the characteristics of the soil, the temperature, among other environmental factors (Pavarini et al., 2012). However, such oscillations may be due to the fact that in some situations plants may show growth stimulus, including the production of secondary metabolites, in response to stress, in order to help organisms to establish adaptive responses, presenting the phenomena hormesia, which can contribute to improving the performance of plants when they are less aggressive to the plant (Tavares et al., 2015; Vargas-Hernandez et al., 2017; Hussain et al., 2019).

Regarding the data related to stem dry matter accumulation, under the action of treatments with pruned leaves in relation to the root cuts are presented in Fig. 2. The treatment that presented higher accumulation of stem dry mass in relation to the pruning of the leaves. The leaves did not contain root cuts, but with two leaf cuts (145 and 228 DAP) (Fig. 2, A), for the last period analyzed. Fanello et al. (2020) found the opposite in soybean plants subjected to longitudinal cutting in the roots of 15, 25 and 50%, where the plants whose roots were pruned showed large increases in dry matter in all vegetative organs compared with the plants intact.

When comparing the two leaf pruning with the different root cuts, the treatment with the lowest accumulation was the treatment of 75% of the root cut (Fig. 2, D) and
this reduction compared to the control was 38.25%. Thus, it can be analyzed that if there is no damage to the root system, the greatest accumulation of dry mass is in the stems, but when it contains two pruning in the leaves, because it can present energetic reserves for the plant, when in the absence of the photosynthetically active part (leaves), as several studies indicate that different parts of plants, such as stem and root, have an average accumulation of different nutrients, being able to present considerable individual development, despite these differences in allocated photoassimilates (Poorter et al., 2012; Rocha et al., 2014; Souza et al., 2018; Xu et al., 2018).

Figure 2. Evolution of citronella plant stem dry matter accumulation in leaf pruning treatments: (A) blunt root; (B) 25% root cut; (C) 50% root cut; (D) 75% root cut; (E) 100% root cut. (SCRF: no leaf pruning; CF1: leaf pruning at 145 DAP; CF2: leaf pruning at 228 DAP; CF12: leaf pruning at 145 and 228 DAP). Bar indicates Standard Deviation.

Depending on the species, up to 50% of the photoassimilates are consumed by the roots and the photoassimilate fraction used for root respiration increases with plant age as they are spent on maintenance respiration when root growth decreases (Lambers et al., 2002; Fanello et al., 2020). This energy expenditure in the primary metabolism
directly influences the production of the compounds of the secondary metabolism, such as essential oils, can provide an imbalance in the metabolism (Li et al., 2020).

When leaf pruning was analyzed only at 145 DAP in relation to the different root cuts, the treatment with the highest stem dry mass accumulation was 50% of the root cut (Fig. 2, C), followed by the blunt root treatment (Fig. 2, A), 25% (Fig. 2, B), 100% (Fig. 2, E), and to a lesser extent the treatment of 75% (Fig. 2, D), as it presented the greatest alterations between the values of stem dry matter accumulation, among their different types of leaf stress. Treatment involving leaf cutting at 145 DAP along with 75% root cutting (Fig. 2, D) decreased from the third analysis and continued this way until the last analysis period.

*Figure 3.* Evolution of leaf dry matter accumulation of citronella plant in leaf pruning treatments: (A) without root cutting; (B) 25% root cut; (C) 50% root cut; (D) 75% root cut; (E) 100% root cut. (SCRF: no leaf pruning; CF1: leaf pruning at 145 DAP; CF2: leaf pruning at 228 DAP; CF12: leaf pruning at 145 and 228 DAP). Bar indicates Standard Deviation.
Regarding the results of the evolution of leaf dry matter accumulation, for treatments of leaf pruning in relation to root cuts (Fig. 3), it was observed that the treatments in which the values were at control levels (Fig. 3, A) were 50% (Fig. 3, C) and 75% (Fig. 3, D), data from the analysis of 228 days after planting in relation to the treatment without pruning in the leaves, thus evidencing that the maintenance of both organs (root and leaves) influences the overall biomass of the plant.

When analysing the dry mass of the leaves and making two pruning in the leaves (145 and 228 DAP), these plants show a reduction, mainly among the analyzes, as can be seen mainly from the treatments with 100% root cut (Fig. 3, E) and 25% (Fig. 3, B). It was observed that the treatment that accumulated more dry matter in the leaf region was the one that did not have thinning neither in the root nor in the leaves, because it presented the maintenance of the two organs responsible for water and nutrient uptake and energy generation in the plant, respectively, which allowed its full growth and development, maintaining the photosynthetic activity for the production of organic molecules, being later distributed through the plant and transformed into biomass (Poorter et al., 2012; Sims et al., 2012; Reich et al., 2014; Li et al., 2019).

However, it is noteworthy that the plants that were not stressed with pruning in the shoots, these also have leaves that were senescent or entering senescence, all being accounted for dry mass, because they are retained in the plants, however, in other treatments presented leaves in senescence, due to the fact that the pruning was performed and these removed together with the other leaves at the time of pruning.

After pruning, many plants present an accelerated metabolic activity of the cells adjacent to the lesion, as in the case of citronella, which showed a rapid growth and increase of biomass after cutting, both in the root and shoots. was evidenced by the agility and ability to acclimate to these new situations imposed by the treatments, the same found by Fanello et al. (2020), where the soybean plants that suffered root cutting were able to fill the pods while regenerated their root system, well in the critical period of grain filling, without loss of yield, thus demonstrating the root plasticity in pruning situations.

Many agricultural crops use pruning, which may even be periodic to increase yield, among others (Albarracín et al., 2019; Gutierrez-Coarite et al., 2018; Fanello et al., 2020), experimental conditions, even the citronella undergoing drastic pruning, such as the complete removal of the root system, they survived and still showed greater biomass gain at the end, thus highlighting a positive reaction to its high metabolic adjustment capacity, including its relationship drain source.

Thus, the applicability of this form of cutting in the roots, can be carried out both in smaller crops, in pots, as well as in crops grown in beds, which facilitates the management of this crop and contributes, depending on the intensity of pruning, to a greater biomass production. However, there is a need for future work to also seek to relate this type of pruning in different environmental and cultivation conditions, in addition to relating to the production and yield of essential oil.

**CONCLUSIONS**

Citronella plants containing root cutting show compensatory growth in relation to root thinning, and the increase of root biomass gradually depends on the increase of thinning level, the same not being verified for stem and leaf biomass, which varied according to the levels of shoot pruning.
The treatment with 100% cut in the root, but without pruning in the leaves, increased the accumulation of total dry mass of the plant in relation to the other treatments, for the last period of analysis, showing a recovery.

The application of two pruning in the leaves or no pruning the leaves, within the treatment with 100% of the cut in the root for the accumulation of dry mass of the leaf is more effective when compared to the treatment without cutting in the roots.
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Abstract. Lifecycle assessment is a robust tool for comprehensive environmental impact assessment of products and processes. It provides users opportunities to identify the hotspots along the lifecycle of a system and thereby enable them to implement improvement opportunities as deemed appropriate. Production of agri-based industrial raw materials could be energy and water intensive. Such endeavour could take a heavy toll on the environment in terms of resource consumption and environmental pollution. The goal of this study was to develop an easy to use and less data intensive conceptual LCA methodology for selecting optimal pathway along a value-chain under two decision scenarios: the optimal techno-environmentally friendly pathway, and optimal sustainability pathway. This proposed Linear Assignment Method integrated LCA is a less data intensive conceptual LCA method that facilitates the selection of an optimal production and processing pathway for agri-industrial materials, minimizes resource consumption and reduction of potential climate change impact of agri-industrial materials value chain. The LCA ISO 14040s aligned conceptual LCA method will be found useful in identifying potential hotspots in a agri-industrial production process lifecycle, in selecting activity options that would result in minimum ecological footprint, and help in removing obstacles in implementing a scoping lifecycle analysis where cost, time and data availability are the impediments.
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INTRODUCTION

Agri-industrial materials refer to agricultural produce used as feedstocks in the textile, dairy, fashion, food, beverage and paper industry. It includes crops like cocoa, coffee, tea, orange, sorghum, millet, cassava, yam, cocoyam, kenaf, sisal, and jute. Their industrial applications include in the production of starch, biofuels, pharmaceuticals, and other industrial chemicals. Decisions in this sector of the economy are often based on profitability and regulatory compliance. The emerging trend in this sector is the incorporation of corporate social responsibility and concept of sustainability.

Production of agri-based industrial raw materials could be energy and water intensive. Such endeavour could take a heavy toll on the environment in terms of resource consumption and environmental pollution. There is, therefore, a need to address
environmental issues along with other social and economic factors. Lifecycle assessment (LCA) is a robust tool for evaluating environmental-, social-, and social sustainability of a product, a process or a system. Originally, LCA is utilized for comprehensive environmental impact assessment of products and processes. It provides users with opportunities to identify the hotspots along the lifecycle of a system and thereby enable them to implement improvement opportunities as deemed appropriate. Lifecycle tool has been used for evaluating environmental impacts of products and processes from various sectors of our economy. Its use in agriculture includes using it to determine the ecological footprint of various types of crops cultivation (Avadí et al., 2020; Romero-Gámez & Suárez-Rey, 2020); livestock production systems (Ottosen, 2020), and products from agro-based companies (Mfitumukiza et al., 2019; Farahani et al., 2019). Although LCA is a comprehensive tool has been widely used in the agricultural sector but its use is mostly in the developed countries. Its complexity and associated cost has limited its utilization by agricultural stakeholders in the developing countries. The goal of this study was to develop an easy to use and less data intensive conceptual LCA methodology for selecting optimal pathway along a value-chain. This study proposed the use of Linear Assignment Method based, less data intensive conceptual LCA method that facilitates the selection of an optimal production and processing pathway for agri-industrial materials, minimizes resource consumption and reduction of potential climate change impact of agri-industrial materials value chain. The LCA ISO 14040s aligned conceptual LCA method will be found useful in identifying potential hotspots in an agri-industrial production process lifecycle, in selecting activity options that would result in minimum ecological footprint, and help in removing obstacles in implementing a scoping lifecycle analysis where cost, time and data availability are the impediments.

One of the contributions of this research is that this is the first time that Linear Assignment Method (LAM) is integrated with the Lifecycle Assessment (LCA) methodology to simplify the LCA process by eliminating the need for intensive data as is the case with the traditional LCA (Fava and Cooper, 2004). There is no known literature on the use of LAM integrated LCA approach. The use of the LAM integrated LCA approach enables the stakeholders in the agri-industrial materials production value chain to select the ‘best’ (i.e. optimal) pathway along the value chain under two decision scenarios: environmental friendly pathway or sustainability pathway.

Environmentally friendly pathway is the decision scenario that evaluates the value chain to select the combination of technically sound processes with the lowest ecological footprint. This pathway favors processes with the lowest resource consumption and minimum emissions. The sustainability pathway goes beyond the environmental sustainability to include the consideration of economic and sociocultural factors in the process of designing/selecting the best pathway along the value chain.

This conceptual LCA methodology is particularly beneficial to agri-industrial materials producers, processors and marketers in developing countries that may want to carry out an LCA but cannot afford to purchase commercial LCA software necessary to carry out the traditional LCA. It is also suitable for those that may not be able to handle the complexity, data requirement and time commitment necessary for the conventional LCA (Udo de Haes, 2004; Rebitzer & Hunkeler, 2006).
MATERIALS AND METHODS

This proposed conceptual LCA method involved hybridization of linear assignment decision method (LAM) with the ISO 14040s based LCA process in an easily understandable and utilizable manner. The integration of LAM with the LCA process was done at the lifecycle inventory stage of LCA. This proposed method is easy to employ and it produces actionable results that would be found useful in decision-making processes along agri-industrial materials value-chain.

Linear assignment method and reasons for its choice as a method to integrate with LCA

Linear assignment method (LAM) is one of the multiple attribute decision making (MADM) methods that utilize quantitative and qualitative data in facilitating the decision maker’s selection of the best choice out of a small number of possible options. In LAM, the choices are ranked based on their points of each criterion and are ranked ordered on the basis of their overall performance across the criteria. The evaluation of the available choices often involve considering multiple conflicting attributes (Abdolazimi et al., 2015; Azar, 2000). At each stage of agri-industrial material production, a farmer/processor is often confronted with the need to choose among a small number of options. Their choices at each stage often have to be based on a set of weighted or unweighted criteria that may eventually have far reaching effect on profitability, environmental impacts and socio-cultural consequences. So, their decisions are of multiple attributes in nature.

Although there are many MADM methods, LAM was selected because it is simpler/easier to understand and to use. In addition, it is technically sound and has been used in many real-life situations requiring making choices from a small number of options on the basis of a set of criteria. Examples of areas of applications of LAM were in logistics (Liu & Wang, 2009); material selection (Jahan et al., 2010); optimum maintenance strategy selection (Bashiri et al., 2011), and spare parts inventory classification (Baykasoglu et al., 2016). Further literature on the theory and applications of MADM and LAM specifically can be found in the works of Herrera & Herrera-Viedma, 2000; Liu & Wang, 2007 and Chen, 2013.

The ISO 14040s based LCA process

Life-cycle assessment (LCA) is a robust tool for evaluating potential environmental impacts of products, processes and systems. LCA enables the users to determine the potential environmental impacts of their products or process even before they are developed, thereby facilitating taking preventive measures rather than curative steps that may be necessary after the facts. LCA also allows for consistent comparisons of alternative system designs with respect to their environmental performance. LCA consists of four major steps, namely: goal and scope definition, inventory analysis, impact analysis, and LCA interpretation (Fig. 1) (ISO, 2006a and 2006b; Dunmade, 2013a and 2013b; Kazulis et al., 2018; Dunmade, 2019a).
Conceptual LCA
The conceptual level of LCA, which is also referred to as scoping LCA or lifecycle thinking, generally involves the use of generic secondary data and scoring of possible alternative course of actions over a set of criteria. It is often used for selecting a more promising option from among two or more available options. It is commonly used in selecting conceptual product designs pending a more detailed analysis of the selected option. It is useful when there are cost, time or data availability issues affecting carrying out a more rigorous LCA. This level of LCA facilitates getting a rough idea/identification of potential hotspots in a process, products, or system without the use of a more rigorous level of LCA.

Goal and scope definition
ISO 14040s require that the goal of an LCA should articulate the intended applications, reasons for implementing the LCA and the audience that will use the information from the results. The scope definition set the boundary for the LCA study. It specifies the function of the system, the functional unit, the data cut-off criteria.

Lifecycle inventory (LCI)
This second stage of the LCA involves quantification and compilation of data, usually in spreadsheet format. This is the most time consuming step in the LCA process. This is because the needed data are either not kept or it is not available in a usable form. Intended users of LCA are usually discouraged/frustrated for those reasons. Consequently, an effort to address this problem would greatly enhance utilization

Figure 2. An illustration of LAM integrated LCA process.
of LCA for various purposes. This is where the use of LAM comes in handy because of its simplicity and less data demanding. Fig. 2 is an illustration of LAM incorporated LCA. It shows that LAM is integrated at the lifecycle inventory analysis stage of the LCA.

**The incorporation of LAM to the LCA process**

The integration of LAM into the life cycle inventory stage involves a professional or manager evaluating each of the available options $A_j$, $j = 1, 2, ..., n$ for a production unit process against a set of criteria $S_i$, ..., $S_m$ that are essential for the successful implementation of that unit process. The professional comparatively rate the options in terms of how good they are on each of the criteria and compile the numerical score of each option across all the criteria. He/she then rank order the options based on their total scores. The option with the least total score across the criteria is the best option while the option with the highest total score is the worst option for the unit process/operation of the value chain. The professional or manager repeats the rank ordering and totaling the score for each of the unit processes in the value chain. The rank ordering of the options on the basis of their total score at the unit process/operational level enables the decision maker to easily see the best and the worst options. Assemblage of all the (operation level) best options is the optimal production pathway along the value chain (Dunmade, 2013b; Dunmade & Anjola, 2019b).

**Metrics of measurement**

The aforementioned rank ordering process starts with articulating the criteria by which the various unit process options would be assessed and the metric for measuring the performance of each process. The framework allows the use of mixed qualitative and quantitative metric or purely qualitative metric wherever necessary/relevant. The qualitative evaluation is done on the basis of a six ordinal linguistic scale that ranks available choices in order of their goodness and assign numerical values according to the ranking. Generally, in ordinal scales, it is the order of the choices/values that is important and significant because the magnitude of the differences between the choices may not really be known. Ordinal scales therefore provide good information about the order of choices (Triola, 2007; MRK, 2020). Table 1 shows the six ordinal linguistic scale levels and the numerical conversion of the linguistic ratings.

<table>
<thead>
<tr>
<th>Linguistic rating</th>
<th>Assigned numerical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The best</td>
<td>1</td>
</tr>
<tr>
<td>Second best</td>
<td>2</td>
</tr>
<tr>
<td>Third best</td>
<td>3</td>
</tr>
<tr>
<td>Fourth best</td>
<td>4</td>
</tr>
<tr>
<td>Fifth best</td>
<td>5</td>
</tr>
<tr>
<td>Sixth best (i.e. worst case)</td>
<td>6</td>
</tr>
</tbody>
</table>

**Decision analysis**

Having determined the available options and articulating the basis for their evaluation, it is necessary to determine the characteristics of the decision maker. This methodology is premised on a single decision maker that is assumed to be rational and wants to choose a unit process option that maximize his utility. Furthermore, it is also assumed that in choosing the best out of the available options, he/she may set some minimum limits/value on the performance of the options below which he will not be ready to accept to choose any of the options.
For a specific decision scenario, let \( A_{j}, j = 1, 2, \ldots, n \) be the identified unit process options from which he/she wants to choose while \( S_{i}, i = 1, 2, \ldots, m \) are criteria/attributes on which the options are to be evaluated. As a rational decision maker who intends to maximize his utility, he/she will select the option with the lowest total score (Dunmade, 2004):

\[
A_j = \min \sum_{i=1}^{m} w_i S_{ij}
\]

But if he/she has set some minimum performance limit for any acceptable option on the sustainability factors, this limit can be written as

\[
\sum_{i=1}^{m} w_i S_{ij}^0
\]

where \( S_{ij}^0 \) is the required minimum performance for any acceptable option \( A_j \) on criterion \( S_i \).

Thus, he/she will choose process \( A^* \) that both satisfy his/her minimum performance requirements and maximize his/her utility. This can be written as

\[
A^* = \min \sum_{i=1}^{m} w_i S_{ij} < \sum_{i=1}^{m} w_i S_{ij}^0
\]

**Lifecycle impact analysis (LCIA)**

This third step in LCA is the point at which the data collected and processed regarding resource use and environmental releases at lifecycle inventory stage are mapped/modelled into environmental effects. This stage conventionally consists of three mandatory steps of impact category selection, classification and characterization. The other non-mandatory steps at this stage in the LCA process are normalization, grouping and valuation. For this LAM integrated conceptual LCA method, the LCIA step involves trying, compiling and diagrammatic illustration of possible combinations of operational options and determining the outcomes. The set of best choice (\( A^* \)) from individual operations of the value chain (Fig. 3) constitute the optimal pathway for the scenario under consideration.

**Lifecycle interpretation**

This last step in the LCA process involves evaluating the LCI and LCIA data, and determining environmentally significant issues from those data. Significant issues can be identified by doing contribution analysis or anomaly assessment of the data. This stage of LCA also involves evaluating the soundness of the decisions taken and validity of assumptions made at each stage of the LCA process. Such evaluation ensures correct interpretation of the results, and adequacy of conclusions and recommendations. It also
improves confidence in the outcomes of the LCA study. Conclusion on the outcomes of the study and recommendations for necessary actions are made after the evaluation. The results of the LCA study may also be subjected to either internal or external peer/critical review before the report is submitted to the client or published.

An illustration on the use of LAM integrated conceptual LCA method for the selection of an optimal agri-industrial material production value chain/pathway

Agri-industrial material production system: yam as an example.

The process of producing and transforming a typical agricultural produce to a final industrial material or products involve so many activities. Using yam as an example, the production process involves land clearing, mound/ridge making, seed yams planting, weeding, fertilizer and chemicals application, staking and harvesting (Hori & Oshima, 1986; Diop, 1998; IITA, 2013; Ike & Inoni, 2006; Maroya et al., 2014; Bassey, 2017; Eze, 2018; FMAWRDRD, 2020). And according to ANOL (2018), the postharvest processing of yam into instant pounded yam flour, involves yam selection and weighing, washing, peeling and slicing, parboiling, drying, milling, and packaging. Fig. 4 illustrates the various processes involved in yam value chain resulting in multiple industrial products obtainable from yam processing (Suzan & Gameiro, 2007; Sadh et al., 2018; USOTA, 2020).

![Yam production value chain system boundary and its products](image)

**Figure 4.** A network of main operational activities involved in yam production value chain system boundary and its products.

**Yam production process**

**Land clearing** is the process of removing vegetation cover from a piece of land for crop planting planting. It often involves removing trees, stumps, brush, stones and other
obstacles from an area as required to increase the size of the crop producing land base of an existing farm or to provide land for a new farm operation. Methods used to clear land will vary depending on the type and density of native cover, prevailing regulations, available technology, and affordability of modern methods. The choice of land clearing method would in turn affect soil properties and agricultural produce yields. Umeghalu & Ngini (2013) in their article on the effect of poor land clearing on soil and agricultural produce highlighted five methods of land clearing operation. However the four commonly used methods in Nigeria are:

1. Manual method involving the use of hand tools such as matchet, hoes, axes and diggers for land clearing. It is a tedious method that leads to drudgery. Land cleared by this method may be difficult to later work with machines as some stumps and roots may be left in the soil.

2. Burning method involves setting the vegetation on fire. It is commonly used in the savanna vegetation region of Nigeria. It is fast and not labor intensive. It however can lead to decrease in the soil organic matter, nitrogen content, earthworm and microbial population, as well as general fertility of the soil.

3. Chemical method utilizes arboricides to kill stumps and forest regrowth thereby avoiding the utilization of the commonly used mechanical means of land clearing. However some arboricides are highly poisonous and could have unexpected consequences on humans and other organisms.

4. Mechanical method employs heavy machinery such as bulldozer and tractors to clear vegetation. This method is adopted by large scale farmers. It is more costly than the other three methods.

The rank ordering and scoring of the land clearing operational options is as shown in Table 2 below.

Table 2. Land clearing options and their scores

<table>
<thead>
<tr>
<th>Option</th>
<th>Resource consumption</th>
<th>Environmental pollution</th>
<th>Efficiency of operation</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>A1</td>
</tr>
<tr>
<td>Burning</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>A2</td>
</tr>
<tr>
<td>Chemical</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>10</td>
<td>A3</td>
</tr>
<tr>
<td>Mechanical</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>8</td>
<td>A4</td>
</tr>
</tbody>
</table>

Mound/ridge making

This refers to the piling up of earthen materials either in rounded forms (mounds) or continuous earthen elevation in a row or rows (ridges) above the plane. It is done in preparation for seed yam planting to facilitate easy penetration of seed yam roots thereby fostering its growth and eventual yield. There are three commonly used methods in Nigeria, namely:

1. Manual method involving the use of hoes designed for the purpose. The use of manual methods for mound/ridge making is generally plagued with drudgery and is only suited for small scale farming.

2. Animal draught methods involve the use of animals such as donkey and bull to which farm implements such as disk or mouldboard plough are attached, which draw those implement to make ridges. This method is commonly utilized in Northern Nigeria.
3. Mechanical method. This is similar to animal draught method except that tractors are used instead of donkey or bull. This method is often used for large scale farming.

The rank ordering and scoring of the mound/ridge making operational options is as shown in Table 3 below.

The same rank ordering and scoring process was used for the rest unit processes in the yam production value chain.

<table>
<thead>
<tr>
<th>Table 3. Mound/ridge making options and their scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Option</td>
</tr>
<tr>
<td>Manual</td>
</tr>
<tr>
<td>Animal</td>
</tr>
<tr>
<td>Mechanical</td>
</tr>
</tbody>
</table>

Seed planting

Yam seed planting and fertilizer application operations are often carried out manually by small scale farmers while large scale farmers use mechanical methods involving the use of planters and fertilizer applicators.

Staking involves the insertion/erection of long sticks in the soil near each sprouting yam seed is used to train the yam vine to hang onto those stakes in order to facilitate healthy growth. The staking operation involves cutting sticks of about 40–70 mm thick and about 180–200 cm height, transporting them to the site, inserting each stick for one or two growing yam vines, and training the vines to wind around the stakes. The staking design could be in various patterns, namely: standalone, 4-across two rows, or stakes in each row linked by horizontally lying top ones that are tied to the top of the standing ones. To date it is only done manually. Transportation of the stakes may be manual, animal drawn carriage or by a machine.

Weed control is often necessary at the early growth stage of the yam seedling before the vines form a canopy. There are four commonly used weed control methods.

1. Manual method. This often involves the use of hoe and cutlass. This method is often plagued with drudgery and suited for only small sized farms, just like other manual farming operations.

2. Chemical method. This method involves the use of herbicides. It requires careful handling as it may kill other things that were not the target of the application. It could be done manually or mechanized.

3. Animal draught weeding method. This involves the attachment of weeding implement to a set of farm animals such as donkey and bulls, and directing their movement.

4. Mechanical weeding method. This involves the use of weeding tool mounted farm machinery that may be self-propelled or manually driven. The weeding tool may be cutters that farm machinery like mower or trimmers can be used. It may also involve a tool that turns the soil on the weed.
**Pest control/chemical application**

1. Chemical method. This common method involves the use of pesticides/insecticides. It also requires careful handling as it may kill other things that were not the target of the chemical application. It could be done manually or mechanized.

2. Biological method. This involves raising and releasing insects, birds or animals that kill/feed on the pests.

3. Mechanical method. This usually involves the use of noise making devices that scare away the pest. The most common one consists of string suspended metal gongs that periodically hit each other as wind blows. The level of effectiveness of this method is yet to be established.

**Harvesting**

There are two usable methods for yam harvesting.

1. Manual method. Majority of yam harvesting is done by using hoes or cutlass to dig out the tuber from the soil. It usually involves cutting off the vine from the tuber, removing the soil around the tuber, shaking the tuber and lifting it up from the soil.

2. Mechanical method. Tuber harvesting implement can also be attached to a tractor that digs out the yams from the soil. This is suitable for mechanized large farms.

**Storage**

Losses in farm produce in many developing countries are largely due to lack of appropriate storage facilities for storing harvested produce. This is often because small holders can not afford the cost of modern storage facilities and these losses poses threat to food security and constitute serious economic losses in many developing countries. Yam is one of the farm produce that suffer from such losses (Amponsah et al., 2015). There are two common methods of yam storage in Nigeria:

1. Traditional method. There are various versions of this method. One common version involves tying yams unto erected stakes. The stakes are fenced to prevent human theft and easy access by animals such as rodents that may want to feed on the yams. This version allows cross circulation of air that elongates the lifespan of the tubers by preventing decay and mold growth on the tubers.

2. Improved yam storage facility. In recent years, there are concerted efforts being devoted to the design and development of modern yam storage facilities in Nigeria and in Ghana (FAO, 1990; Amponsah et al., 2015 and Knoth, 2020). Improved storage methods generally consist of ventilated buildings of various sizes with shelves on which yams are stored. The storage facility may be naturally or artificially ventilated.

**Yam post-harvest processing**

**Cleaning**

The processing of yam to any industrial material or product requires the removal of remaining soil that may still be clinging to it after harvesting it. A number of marketers do put identification marks on their yams. The markings may be with paints, chalk or charcoal. All these would need to be removed by washing before further processing.

There are two main methods of tuber washing which are also applicable to yam washing:

1. Traditional method involves hand washing each yam tuber in water usually with a sponge. Like other operations involving the usual manual method, this method is tedious and generally applicable to small scale processing.
2. Mechanized methods could be either continuous or batch type. The most common ones involve a motorized sieve-like cylinder rotating in a pool of water that is fed with yams. The continuous version is often fitted with an auger or worm-like device that moves yams from feeding point to the output end.

Other yam processing operations to various industrial materials/products such as slicing, crushing, frying, parboiling/cooking, drying, milling and packaging are amenable to both traditional manual method and mechanized method depending on the scale of operations as well as availability and affordability of the technology. Options available for each operation are comparatively assessed in terms of their energy, material and water consumption. Their environmental impacts are also comparatively evaluated with regards to the extent to which they affect land degradation, water contamination, air pollution and loss of biodiversity.

This example to illustrate this conceptual LCA method involves the use of the method by a corporate organization that produce 'pando yam' flour, chips, and starch from yam. The company has two farms under cultivation for the production of yams and other crops. It also has a facility that process the yam into pando yam flour.

**Limitations to the utilization of the method**

The use of this method requires in-depth knowledge of operations required to produce a product. The method is also based on the user’s sufficient knowledge of all methods that could be used to accomplish a task/operation and his/her ability to correctly evaluate and rank order them in terms of the various attributes developed to assess the usable methods.

**RESULTS AND DISCUSSION**

**Lifecycle inventory**

Two decision scenarios were evaluated. The first scenario is that of that individual that wants to choose the best environmentally friendly pathway along the value chain. The second scenario went beyond the consideration of just the technical and environmental factors to include the economic and social factors (Zamagni et al., 2013).

1. Techno-environmental Scenario:

   The LAM integrated LCA process starts with setting the goal and scope of the LCA study using the ISO 14044 standard. Then comes the role of a decision maker that is knowledgeable in: the operations constituting the value chain, available choices within each operation, and the various characteristics of each choice in relation to the environmental factors such as resource requirements and environmental releases. He/she considers these factors and rank order the choices from the best to the worst. If there are three available choices for an operation, the best choice in terms of environmental performance is assigned 1 while the worst choice is assigned 3. If there are six possible choices, rank ordering them means the best choice is assigned 1 while the worst choice is assigned 6. The decision maker goes through the rank ordering of available choices for each operation till the last operation in the value chain. The set of choices that is ranked 1 for each of the operations in the value chain constitute the optimal environmentally friendly pathway along the value chain. Table 4 is an extract of environmental focus analysis results where the goal of the conceptual LCA analysis is
only to select a technically sound and environmental friendly optimal pathway for yam production value chain.

Table 4. A sample results of technical effectiveness and environmental friendliness based analysis

<table>
<thead>
<tr>
<th>Land clearing operation</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Manual</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>A1</td>
</tr>
<tr>
<td></td>
<td>Burning</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td></td>
<td>A2</td>
</tr>
<tr>
<td></td>
<td>Chemical</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>10</td>
<td>A3</td>
</tr>
<tr>
<td></td>
<td>Mechanical</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>8</td>
<td>A4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mound/ridge making operation</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Manual</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>B1</td>
</tr>
<tr>
<td></td>
<td>Animal</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>B2</td>
</tr>
<tr>
<td></td>
<td>Mechanical</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>B3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Seed planting</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Manual</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>C1</td>
</tr>
<tr>
<td></td>
<td>Mechanical</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>C3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fertilizer application</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Manual</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>D1</td>
</tr>
<tr>
<td></td>
<td>Mechanical</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>D2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Staking</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Manual</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>E1</td>
</tr>
<tr>
<td></td>
<td>Manual-animal</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>E2</td>
</tr>
<tr>
<td></td>
<td>Manual-mechanical</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>7</td>
<td>E3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weed control</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Manual</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>F1</td>
</tr>
<tr>
<td></td>
<td>Chemical</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>F2</td>
</tr>
<tr>
<td></td>
<td>Animal</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>F3</td>
</tr>
<tr>
<td></td>
<td>Mechanical</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>11</td>
<td>F4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pest control</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chemical</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>G1</td>
</tr>
<tr>
<td></td>
<td>Biological</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>G2</td>
</tr>
<tr>
<td></td>
<td>Mechanical</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>8</td>
<td>G3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Harvesting</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Manual</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>H1</td>
</tr>
<tr>
<td></td>
<td>Mechanical</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>H3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Storage</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Traditional</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>I1</td>
</tr>
<tr>
<td></td>
<td>Improved</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>I2</td>
</tr>
</tbody>
</table>

Res. cons. – resource consumption; Env. pol. – environmental pollution; Tech. eff. – technical effectiveness; Econ. – economic sustainability.
2. Sustainability Scenario:

There are three main dimensions of sustainability: namely, environmental, social, and economic sustainability. Consequently, this scenario considers the three dimensions in the selection of the optimal pathway. This is particularly important in view of the ongoing trend in agri-industrial system analysis that necessitates going some steps further to include potential economic and sociocultural/sociopolitical impacts of our choices. Social factors consider various aspects of human well-being. The methods are evaluated in terms of elimination/reduction of drudgery, minimization of exposure to health risk, emotional trauma, and other possible hazards that could affect human well-being (Jørgensen et al., 2008). Looking at the options available for each operation, the use of mechanical methods facilitate the attainment of the aforementioned goals. This scenario follows the same process as in the case of techno-environmental scenario. However, in addition to evaluating the available choices for each operation on the basis of environmental factors, it also consider social and economic factors (Roos, 2016). The choice that has the lowest total of the combination of the environmental, social and economic factors is ranked first. The choices are thus ordered from the lowest total to the highest total for each operation. The set of choices that are ranked first over the value chain operations constitutes the optimal pathway. Table 5 shows a sample results of sustainability based analysis that included economic and social considerations along with the technical effectiveness and environmental friendliness.

Table 5. A sample results of sustainability based analysis

<table>
<thead>
<tr>
<th>Land clearing operation</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Econ.</th>
<th>Social</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manaul</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>14</td>
<td></td>
<td>A1</td>
</tr>
<tr>
<td>Burning</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>9</td>
<td></td>
<td>A2</td>
</tr>
<tr>
<td>Chemical</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>14</td>
<td></td>
<td>A3</td>
</tr>
<tr>
<td>Mech</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>12</td>
<td></td>
<td>A4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mound/ridge making operation</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Econ.</th>
<th>Social</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manaul</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>11</td>
<td></td>
<td>B1</td>
</tr>
<tr>
<td>Animal</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>8</td>
<td></td>
<td>B2</td>
</tr>
<tr>
<td>Mech</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>9</td>
<td></td>
<td>B3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Seed planting</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Econ.</th>
<th>Social</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manaul</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td></td>
<td>C1</td>
</tr>
<tr>
<td>Mech</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td></td>
<td>C2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fertilizer application</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Econ.</th>
<th>Social</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manaul</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td></td>
<td>D1</td>
</tr>
<tr>
<td>Mech</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td></td>
<td>D2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Staking</th>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Econ.</th>
<th>Social</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manaul</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>11</td>
<td></td>
<td>E1</td>
</tr>
<tr>
<td>Manual-animal</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td></td>
<td>E2</td>
</tr>
<tr>
<td>Manual-mech</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td></td>
<td>E3</td>
</tr>
</tbody>
</table>

2016
Weed control

<table>
<thead>
<tr>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Econ.</th>
<th>Social</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>12</td>
<td>F1</td>
</tr>
<tr>
<td>Chemical</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>11</td>
<td>F2</td>
</tr>
<tr>
<td>Animal</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>F3</td>
</tr>
<tr>
<td>Mech</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>13</td>
<td>F4</td>
</tr>
</tbody>
</table>

Pest control

<table>
<thead>
<tr>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Econ.</th>
<th>Social</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chem</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>12</td>
<td>G1</td>
</tr>
<tr>
<td>Biol</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>7</td>
<td>G2</td>
</tr>
<tr>
<td>Mech</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>11</td>
<td>G3</td>
</tr>
</tbody>
</table>

Harvesting

<table>
<thead>
<tr>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Econ.</th>
<th>Social</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>H1</td>
</tr>
<tr>
<td>Mech</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>H2</td>
</tr>
</tbody>
</table>

Storage

<table>
<thead>
<tr>
<th>Option</th>
<th>Res. cons.</th>
<th>Env. pol.</th>
<th>Tech. eff.</th>
<th>Econ.</th>
<th>Social</th>
<th>Total</th>
<th>Path ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tradi</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>I1</td>
</tr>
<tr>
<td>Improv</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>I2</td>
</tr>
</tbody>
</table>

Res. cons. – resource consumption; Env. pol. – environmental pollution; Tech. eff. – technical effectiveness; Econ. – economic sustainability.

**Lifecycle impact analysis**

An evaluation of the results shown in Tables 4 and 5 provides us some insights into the best pathway for each of the two yam production value chain decision scenarios. Fig. 5 shows the best yam production value chain pathway for the techno-environmentally focussed decisions while Fig. 6 shows the best yam production value chain pathway for an all encompassing sustainability based decision. It would be observed that the environmentally friendly optimal pathway largely consist of manual methods. The reason for this is because manual methods generally require less resource to operate and they generate no or smaller emissions than other approaches.

![Figure 5. An illustration of the best pathway for techno-environmental focused yam production value chain.](image-url)
The sustainability optimal pathway (Fig. 6) mainly consist of mechanical approaches. The main reason is because the use of mechanical methods generally protect workers from drudgery and facilitates higher productivity. Thus, it is preferred to the manual and other approaches. The combine effect of economic and social sustainability balances the environmental sustainability for the attainment of all round sustainability.

![Diagram of the best pathway for sustainability focused yam production value chain](image)

**Figure 6.** An illustration of the best pathway for sustainability focused yam production value chain.

**Systems Lifecycle Interpretation**

Techno-environmental focused analysis results in Table 4 and Fig. 5 revealed an emphasis on the use manual labour in majority of the operations along the yam production value chain. The reason is not far fetched. Manual labour based operations minimizes resource consumption and eliminates environmental releases that could lead to resource depletion, loss of biodiversity, air pollution, water contamination and a number of other environmental problems. However, business decisions would need to also consider economic implications of its choices. Consequently, there is a need to include economic and social factors in the analysis. A look at results of sustainability analysis results in Table 5 and Fig. 6 showed that major emphasis is on the use of mechanized systems. The reason being that mechanized systems facilitate mass production, reduced unit cost, increased profit margin and drudgery elimination. A comparison of the environmental results and sustainability results revealed only in pest control operation that both analysis recommed the same approach, that is biological pest control.

Comparing both decision scenarios, sustainability based optimal pathway is more comprehensive and it is a more balanced decision than environmentally optimal pathway as it also consider social and economic factors. The only challenge is that the sustainability decision scenario require someone with not only the indepth knowledge of environmental characteristics of the system to implement the LCA process, it also requires the decision maker to have the knowledge of the social and economic characteristics of various choices available along the value chain.

**CONCLUSIONS**

This paper presented a simplified less data intensive linear assignment based conceptual LCA method. The used of the LCA methodology was illustrated with a case study yam production value chain. Contributions of this study includes its provision of opportunity to choose the best pathway to produce agri-industrial materials in technically
efficient and environmentally friendly manner. It also facilitates the use of lifecycle concepts in selecting agri-industrial material production operations without going through the rigour of data collection and related analytical issues. The methodology would enable small to medium scale farmers and agri-processors in developing countries to conduct an LCA of their products because many of the LCA software and databases are beyond their affordability. In addition, this methodology is much easier to use than the conventional lifecycle assessment method. Moreover, this LCA approach is less costly and less time consuming than other known methods. The methodology can be used by a manager, a policy maker or any professional to identify the best operational pathway that is technically sound, environmentally friendly, warrants economic profitability and incorporate human welfare consideration. This methodology would be found useful, not only for any agri-industrial material production value chain but also for other production or service systems decision scenarios that require an evaluation of environmental and socioeconomic consequences of our choices.
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Effects of lake sediment on soil chemical composition, dehydrogenase activity and grain yield and quality in organic oats and spring barley succession
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Abstract. In organic farming, it is important to maintain soil fertility with organic fertilisers; often organic compost, manure, or slurry is used. However, the effects of lake sediment in maintaining and improving soil fertility are less studied. The direct and residual effects of a one-time application of 50 t ha⁻¹ or 100 t ha⁻¹ of lake sediment were compared to an unfertilised control for oats (Avena sativa) (2015) followed by spring barley (Hordeum vulgare) in 2016, under organic farming conditions. Soil chemical composition, microbial activity in the 0–20 cm soil layer, grain yield, and grain quality were tested. The application rate, 100 t ha⁻¹, increased (P < 0.05) the soil organic carbon (SOC), the amount of mobile calcium (Ca), total nitrogen (Ntot), and boron (B) content in soil. Both application rates increased (P < 0.05) the amount of magnesium (Mg), copper (Cu), and manganese (Mn) content in the soil. The application rate had no effect on soil pH. Soil dehydrogenase activity (DHA) was higher (P < 0.05) at 100 t ha⁻¹ than the control and the lower application rate. Both rates of lake sediment application significantly (P < 0.05) increased the grain yield and test weight for oats in 2015. Positive residual effects on spring barley yield only occurred in the 100 t ha⁻¹ treatments in 2016. No residual impact of lake sediment was found on spring barley quality.

Key words: Avena sativa, Hordeum vulgare, lake sediments, organic farming, soil chemical composition, soil dehydrogenase activity.

INTRODUCTION

There are 1,534 natural, 525 reservoir, and 489 artificial lakes in Estonia, as of 2020 (Estonian Environmental Register, 2020). The main stages of development of Estonian lakes are dystrophic, with high levels of humic substances, and eutrophic, with high levels of nutrients (Kõiv, 2012). The result is that lakes become overgrown and a bog begins to develop. To stop this phenomenon, remediation plans have been drawn up for several lakes (Kahala lake, Jõepere lake, Elistvere lake etc.). According to these plans,
the sediment would be partially removed from the lakes. It is not advisable to leave the removed sediment on the shore of the lake as most of the nutrients would drain back into the lake. In addition, depending on the lake, the amount of sediment may be too much for the shoreline to accommodate, for example, at lake Kahala about 12.07 million m$^3$ of sediments was removed. Therefore, the sediments recovered during the restoration process must be placed somewhere else (Metsur et al., 2015).

In organic farming, it is important to maintain soil fertility, but only via organic methods. In addition to other organic fertilisers, such as organic compost, manure, or slurry, the use of lake sediments could be also a possible method of maintaining and improving soil fertility.

Lake sediment (sapropel) rich in organic matter and minerals are formed from different organic compounds, such as the remains of aquatic plants and animals (Stankevica et al., 2016). Lake sediments are recommended for use on soils with lighter texture, where fertilisation effects occur more quickly (Kalmet et al., 1996).

Several studies on lake sediments have been published in nearby countries – other Baltic countries such as Latvia and Lithuania (Baksiene, 2009; Baksiene & Asakaviciute, 2013; Grantina-Ievina et al., 2014; Baksiene et al., 2015), Finland (Salonen et al., 2001), and Russia (Bogush et al., 2013). Positive effects on soil chemical, physical (Baksiene, 2009; Baksiene & Asakaviciute, 2013), and microbial properties (Grantina-Ievina et al., 2014; Hristeva & Bozhinova, 2017) have been found from sapropel application. Some studies show that fertilisation with lake sediments increases crop yields (Baksiene, 2004; Baksiene, 2009; Baksiene & Asakaviciute, 2013). However, Naumova and her colleagues (2017) found no effect of lake sediments application on yields.

At the same time, there may be some risks associated with using lake sediment as an organic amendment. Rapid industrialization and urbanization have led to a high accumulation of heavy metals in lake sediments, mainly originating from industrial discharge and waste from municipal activities (Li et al., 2012). Due to their toxicity, persistence, and bioaccumulation, heavy metals pose a potential threat to ecological system and human health (Li et al., 2012). However, heavy metal content analyses of freshwater sediment in Poland (Tylmann et al., 2011), Lithuania (Kruopiene, 2007), and Latvia (Stankevica et al., 2012) showed that the concentrations in sediment were generally low.

To our knowledge this is the first study in Estonia to examine the effects of lake sediment on soil chemical and microbial properties and on cereal yield and quality when used as an organic fertiliser in organic agriculture. The objective of this study was to assess the soil chemical composition, soil microbial activity, grain yield and quality of oats and spring barley when fertilised with various rates of lake sediment in organic farming conditions.

**MATERIALS AND METHODS**

**Field experiment and treatments**

The field experiment was conducted at the Estonian Crop Research Institute (ECRI) in Jõgeva (58°45’N, 26°24’E) during 2015–2016. The field trial was arranged as randomized plots of 10.5 m$^2$ with six replications. The trial area was already under organic farming cultivation. The soil of the experimental field is classified as *Calcaric*
Cambic Phaeozem (Loamic) clay loam soil (WRB, 2015). The initial soil chemical composition in spring 2015 was as follows: pH\textsubscript{KCl} 7.4, P 47.4 mg kg\textsuperscript{-1}, K 101.0 mg kg\textsuperscript{-1}, Ca 4884.1 mg kg\textsuperscript{-1}, Mg 86.8 mg kg\textsuperscript{-1}, Mn 53.3 mg kg\textsuperscript{-1}, Cu 1.9 mg kg\textsuperscript{-1}, B 0.6 mg kg\textsuperscript{-1}, N\textsubscript{tot} 0.2\% and SOC 1.9.

Two fertiliser rates were tested: 50 t ha\textsuperscript{-1} and 100 t ha\textsuperscript{-1} of lake sediments (Table 1). The control had no fertiliser. No fertiliser was used in 2016 in order to measure the residual effects of the lake sediments fertiliser.

Table 1. Dry matter (DM), organic matter (OM), and amount of main nutrients in lake sediment applied in May 2015

| Lake sediment, t ha\textsuperscript{-1} | DM, t ha\textsuperscript{-1} | OM, t ha\textsuperscript{-1} | N\textsubscript{tot}, kg ha\textsuperscript{-1} | P\textsubscript{tot}, kg ha\textsuperscript{-1} | P\textsuperscript{M}, kg ha\textsuperscript{-1} | K\textsubscript{tot}, kg ha\textsuperscript{-1} | K\textsuperscript{M}, kg ha\textsuperscript{-1} | Ca, kg ha\textsuperscript{-1} | Mg, kg ha\textsuperscript{-1} | Mn, kg ha\textsuperscript{-1} | Cu, kg ha\textsuperscript{-1} | B, kg ha\textsuperscript{-1} | Fe\textsuperscript{M}, kg ha\textsuperscript{-1} |
|--------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 50                                   | 13.6            | 3.5             | 62              | 37.7            | 0.3             | 34.8            | 3.5             | 1,301           | 59              | 15              | 0.1             | 0.4             | 7.9             |                 |
| 100                                  | 27.1            | 7.0             | 125             | 75.3            | 0.6             | 69.7            | 7.0             | 2,602           | 118             | 30              | 0.2             | 0.8             | 15.7            |                 |

\textsuperscript{M}Mehlich 3 method.

In the first year (2015), the lake sediment was applied and ploughed into the soil before sowing the oat seeds. The sowing rate of oat var. Eugen was 600 seeds per m\textsuperscript{2}. In the second year (2016), when the residual effect of lake sediments was studied, 500 seeds per m\textsuperscript{2} of spring barley var. Maali were sown. Both crops were sown at the optimal sowing time for eastern Estonia (the first week of May) with a Pöttinger sowing machine. In both years at growth stages 13–14 on the Biologische Bundesanstalt, Bundessortenamt and CHemical Industry (BBCH) scale, harrowing was used to control weeds (Meier, 2001). All plots were harvested in August with a Hege combine harvester.

**Soil and lake sediment sampling and analyses**

Soil samples (approximately 0.5 kg) for chemical and soil dehydrogenase activity (DHA) analyses were taken from each treatment in six replications from the 0–20 cm layer with a 16 mm auger. Soil samples were taken in the spring before lake sediment application in 2015 and in the fall at harvest in 2015 and 2016. Additionally, soil samples were taken one month after the lake sediment application to analyse soil DHA. The chemical composition of lake sediment was analysed before application.

For soil chemical properties the following analyses were carried out: pH\textsubscript{KCl}–ISO 10390; P, K, Ca, Mg, Mn – Mehlich 3 (Mehlich, 1984); N\textsubscript{tot} – ISO 13878; B – Berger & Truog method; SOC – ISO 10694. Lake sediments were characterized for different parameters: dry matter content (DM) – gravimetric method; organic matter content (OM) – GOST 27980–88; N\textsubscript{tot} – Kjeldahl method; pH\textsubscript{KCl} – GOST 27979–88; P\textsubscript{tot}, K\textsubscript{tot}, Ca, Mg – PMK–JJ–4C; Mn, Cu, B – PMK–JJ–1A; available P, K and Fe – Mehlich 3. The soil and lake sediment chemical analyses were determined in an accredited laboratory at the Estonian Agricultural Research Centre.

Soil samples for DHA analyses were sieved (2 mm) and stored at 4 °C until they were analysed in ECRI’s laboratory. Measurement of soil DHA were based on methods from Tabatabai (1982). Soil samples (5 g) were incubated at 30 °C for 24 h in the presence of an alternative electron acceptor (triphenyltetrazoliumchloride). The red-tinted product, triphenylformazan (TPF), was extracted with acetone and measured in a spectrophotometer (BioPhotometer plus).
Crop yield and quality

The grain from each plot was dried, cleaned and weighed separately. Grain yield was calculated at 14% moisture content. Grain quality characteristics such as thousand-kernel weight (TKW) (g), test weight (g L\(^{-1}\)), and protein content (%) were measured in ECRI’s laboratory. TKW were measured by the ISTA method, test weight by an automatic grain analyser (Infratec 1241 Analysis), protein content by the near-infrared method (NIR) using an XDS Rapid Content Analyser (Foss, Cheshire, UK) and a Monochromator (NIR).

Phenological growth stages were determined according to BBCH identification keys for cereals. Number of ears per m\(^2\) was determined at BBCH 77–79.

Meteorological data

Meteorological data were obtained from a field meteorological weather station (Metos Compact) located at Jõgeva, close to the trial site. The meteorological data of the month is divided into three parts (I, II, III). I – the first 10 days of a month, II – the middle 10 days of a month and III – the last 10 days of a month.

Data from each year were different (Figs 1, 2). The average air temperature and precipitation of the 2015 growing period was similar to the long-term average (1922–2015) of the same period, though there were some drier stretches. The period from May II to June III (tillering, stem elongation), there was less precipitation which caused drought conditions for the oat plants. The second drier period was prior to harvesting (grain filling) through harvest, from July III to the end of August. Oats were harvested August 27.

![Average air temperature during growing periods of 2015–2016 and long-term average (1922–2015).](image)

In 2016, the average air temperature during the growing period was somewhat higher than in 2015 and there were extreme precipitation fluctuations. May was very dry with only 4 mm of rain. During the same time, the average temperature was high and drought conditions occurred. The large amount of precipitation (120 mm) at the end of June saved the barley yield. Barley was harvested August 18.
Figure 2. Sum of precipitation during growing periods of 2015–2016 and long-term average (1922–2015).

Statistical analyses

One-way ANOVA was used to test the effect of lake sediment on soil chemical properties, microbial activity, and grain yield and quality \((n = 6)\) of oats and spring barley. In case of significant effects, differences between treatments were tested post-hoc using the Tukey-Kramer (HSD) test. The statistical analyses were performed using the JMP 5.0.1.2 software.

RESULTS AND DISCUSSION

Soil chemical composition

The lake sediment application rate of 100 t ha\(^{-1}\) had significant direct and residual effects on some of the soil agrochemical parameters, while minor or no effect was found at the 50 t ha\(^{-1}\) rate (Table 2). In 2015, the use of lake sediment at 100 t ha\(^{-1}\) significantly \((P < 0.001)\) increased the SOC content of the soil. Similar results were found by Baksiene and Asakavičiute (2013); they reported higher humus content in soil fertilised with a rate of 40 t DM ha\(^{-1}\) of lake sediment. Lake sediment (sapropel) is rich in organic matter and minerals are formed from different organic compounds, such as the remains of aquatic plants and animals (Stankeviča et al., 2016). The proportion of organic matter in the lake sediment applied was 7.0 t ha\(^{-1}\) OM out of 100 t ha\(^{-1}\) lake sediment (Table 1).

The second year showed that the residual effect of both sediment treatments on SOC was noticeable, but not significant.

The use of lake sediment at a rate of 100 t ha\(^{-1}\) significantly \((P = 0.002)\) increased the amount of available Ca in the soil since a considerable amount (2,602 kg ha\(^{-1}\)) of Ca was applied in the lake sediment (Table 1). The soil pH was neutral before (7.4) and application of lake sediment did not change the soil acidity. Baksiene and Asakavičiute (2013) also found no effect of various rates of lake sediment application (10, 20 and 40 t DM ha\(^{-1}\)) on soil pH.
The content of Mg, Cu, and Mn in the soil was significantly influenced by the use of lake sediment (Table 2). Significantly ($P < 0.001$) higher $N_{\text{tot}}$ and B content was found in the 100 t ha$^{-1}$ treatment. In the case of Mn and B, the soil levels were quite low before the application of lake sediment and remained low afterwards.

The sediment application had no effect on P and K content in soil. It could be because the total P and K content of the lake sediment at a rate 100 t ha$^{-1}$ was 75.3 and 69.7 kg ha$^{-1}$ of which only 0.6 and 7.0 kg ha$^{-1}$, respectively, was in plant available form, according to the Mehlich 3 test (Table 1). In iron-rich sediments, if the ratio of Fe to P is greater than 15, P will be unavailable to plants because oxidized iron (FePO$_4$) is capable of binding all the dissolved P, under aerobic conditions (Jensen et al., 1992, Heinsalu et al., 2003). The soluble Fe to P ratio of the sediments used in the field trial was over 20.

Based on the second year soil data, a significant residual effect of lake sediments occurred only in case of Ca, Cu and B content at the 100 t ha$^{-1}$ application rate with no significant residual effects at the 50 t ha$^{-1}$ application rate.

### Soil dehydrogenase activity

One month after lake sediment application, in June 2015, the soil DHA was significantly ($P < 0.001$) higher in the 100 t ha$^{-1}$ treatment compared to the control and 50 t ha$^{-1}$ treatment (Fig. 3). In fall 2015, the soil DHA remained significantly ($P = 0.003$) higher in the 100 t ha$^{-1}$ treatment compared to the 50 t ha$^{-1}$ treatment and the control. Compared to the control, the significantly ($P = 0.0204$) positive impact on soil DHA continued to be noticeable the following spring (2016). However, by fall 2016 the soil DHA of all treatments had returned to the pre-treatment level. The lake sediment application had no statistically significant effect on soil DHA in the 50 t ha$^{-1}$ treatment throughout the experimental period.

The significant effect of the highest rate of lake sediment application on the soil DHA was probably caused by the higher SOC and nutrient content in this treatment (Table 2). It has been found that freshwater sapropel contains high levels of aerobic heterotrophic bacteria and yeasts (Grantina-Ievina et al., 2014). In addition, in 2015 there were extraordinarily dry periods in the two months prior to lake sediment application which consequently reduced soil moisture content (Fig. 2). At the same time, a large

### Table 2. The average agrochemical properties of the 0–20 cm soil layer in fall 2015 and 2016

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Year</th>
<th>pH_KCl</th>
<th>SOC, %</th>
<th>$N_{\text{tot}}$, %</th>
<th>P, mg kg$^{-1}$</th>
<th>K, mg kg$^{-1}$</th>
<th>Ca, mg kg$^{-1}$</th>
<th>Mg, mg kg$^{-1}$</th>
<th>Cu, mg kg$^{-1}$</th>
<th>Mn, mg kg$^{-1}$</th>
<th>B, mg kg$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>2015</td>
<td>7.40</td>
<td>1.65$^b$</td>
<td>0.12$^c$</td>
<td>44.5$^b$</td>
<td>114.8$^a$</td>
<td>4,037.3$^b$</td>
<td>75.3$^c$</td>
<td>1.70$^c$</td>
<td>49.5$^b$</td>
<td>0.72$^a$</td>
</tr>
<tr>
<td>50 t ha$^{-1}$</td>
<td>7.40$^a$</td>
<td>1.75$^b$</td>
<td>0.13$^b$</td>
<td>41.3$^b$</td>
<td>97.8$^b$</td>
<td>4,527.8$^b$</td>
<td>79.3$^b$</td>
<td>1.88$^b$</td>
<td>60.3$^a$</td>
<td>0.74$^b$</td>
<td></td>
</tr>
<tr>
<td>100 t ha$^{-1}$</td>
<td>7.40$^a$</td>
<td>1.98$^a$</td>
<td>0.16$^a$</td>
<td>49.5$^a$</td>
<td>118.3$^a$</td>
<td>5,713.8$^a$</td>
<td>90.8$^a$</td>
<td>2.25$^a$</td>
<td>63.8$^a$</td>
<td>0.89$^a$</td>
<td></td>
</tr>
<tr>
<td>$P$ value</td>
<td></td>
<td>ns</td>
<td>$&lt;0.001$</td>
<td>$&lt;0.001$</td>
<td>0.008</td>
<td>0.004</td>
<td>0.002</td>
<td>$&lt;0.001$</td>
<td>$&lt;0.001$</td>
<td>0.004</td>
<td>$&lt;0.001$</td>
</tr>
<tr>
<td>Control</td>
<td>2016</td>
<td>7.30$^a$</td>
<td>1.65$^a$</td>
<td>0.13$^a$</td>
<td>52.5$^a$</td>
<td>125.5$^a$</td>
<td>4,465.5$^b$</td>
<td>100.0$^a$</td>
<td>2.05$^b$</td>
<td>60.0$^a$</td>
<td>0.65$^b$</td>
</tr>
<tr>
<td>50 t ha$^{-1}$</td>
<td>7.40$^a$</td>
<td>1.80$^a$</td>
<td>0.13$^a$</td>
<td>46.5$^b$</td>
<td>113.0$^b$</td>
<td>5,306.5$^b$</td>
<td>95.5$^a$</td>
<td>2.05$^b$</td>
<td>73.5$^b$</td>
<td>0.66$^b$</td>
<td></td>
</tr>
<tr>
<td>100 t ha$^{-1}$</td>
<td>7.35$^a$</td>
<td>1.85$^a$</td>
<td>0.14$^a$</td>
<td>51.5$^a$</td>
<td>125.5$^a$</td>
<td>6,539.0$^b$</td>
<td>95.0$^a$</td>
<td>2.35$^a$</td>
<td>73.0$^b$</td>
<td>0.74$^a$</td>
<td></td>
</tr>
<tr>
<td>$P$ value</td>
<td></td>
<td>ns</td>
<td>ns</td>
<td>ns</td>
<td>0.035</td>
<td>0.019</td>
<td>ns</td>
<td>0.037</td>
<td>ns</td>
<td>0.043</td>
<td></td>
</tr>
</tbody>
</table>

Different letters indicate significant differences between treatment means ($n = 6$) (Tukey-Kramer HSD test, $P < 0.05$).
portion of the 100 t ha\(^{-1}\) of lake sediment applied was water (about 72.9 t ha\(^{-1}\), equivalent to 7.29 mm of precipitation). A negative effect of drought on the size and activity of the soil microbial biomass was found by Hueso et al. (2012), while Siebert et al. (2019) found that soil microbial activity and biomass in grasslands were not affected by drought.

![Figure 3. Soil dehydrogenase activity (DHA, TPF µg g\(^{-1}\) h\(^{-1}\)) in the 0–20 cm layer in 2015 and 2016. Different letters indicate significant differences between treatment means (\(n = 6\)) (Tukey-Kramer HSD test, month after application, \(P < 0.001\); fall 2015, \(P = 0.003\); spring 2016, \(P = 0.0204\); fall 2016, \(P > 0.05\)).](image)

Although the effect of lake sediment specifically on soil microbiological activity has been little studied, more generally there are many studies which have shown a strong positive relationship between soil microorganisms and organic fertilisers. Organic amendments such as manure provide a direct source of C for soil organisms (Bünemann et al., 2006; Fliessbach et al., 2007). Knapp et al. (2010) found that the compost amendments impact the soil microbiota and leave a distinct imprint on the soil.

**Grain yield and quality**

The first-year data showed that there was significant (\(P = 0.005\)) direct effects on oat yield from fertilisation with lake sediment. Compared to the control yield (4,353 kg ha\(^{-1}\)), both treatments increased oat yield; the additional yield was 417 kg ha\(^{-1}\) for the 50 t ha\(^{-1}\) treatment and 974 kg ha\(^{-1}\) for the 100 t ha\(^{-1}\) treatment (Table 3). The first year data showed that even the lowest rate of lake sediment application significantly increased the yield compared to the control. Similar results were found by Baksiene (2004), Baksiene & Asakaviciute (2013), and Kiani et al. (2018); however, the magnitude of extra yield depends on the

**Table 3. Direct effect of lake sediment fertiliser on grain yield and quality characteristics of oats in 2015**

<table>
<thead>
<tr>
<th>Treatment Yield, kg ha(^{-1})</th>
<th>Plant height, cm</th>
<th>Test weight, g L(^{-1})</th>
<th>TKW, g</th>
<th>Protein content, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>4.353(^{b})</td>
<td>91(^{b})</td>
<td>533(^{b})</td>
<td>39.4(^{b})</td>
</tr>
<tr>
<td>50 t ha(^{-1})</td>
<td>4.770(^{ab})</td>
<td>93(^{ab})</td>
<td>537(^{ab})</td>
<td>38.9(^{b})</td>
</tr>
<tr>
<td>100 t ha(^{-1})</td>
<td>5.327(^{a})</td>
<td>97(^{a})</td>
<td>538(^{a})</td>
<td>41.7(^{a})</td>
</tr>
<tr>
<td>(P value)</td>
<td>0.005</td>
<td>0.007</td>
<td>0.013</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Different letters indicate significant differences between treatment means (\(n = 6\)) (Tukey-Kramer HSD test, \(P < 0.05\)).
crop species and its nutritional requirements. Plants require nutrients for their growth and development. In an organic farming system, the available amount of nutrients is usually limited. An adequate supply of nutrients for oats results in taller plants and more aboveground biomass (Daugviliene et al., 2014; Baksiene et al., 2015; Kiani et al., 2018). Oat plant height was significantly ($P = 0.007$) higher in the 100 t ha$^{-1}$ treatment (97 cm) than in the 50 t ha$^{-1}$ treatment (93 cm) and in control (91 cm). Despite this, no significant increase was found in the number of productive tillers when using lake sediment as fertiliser (data not shown). As known, the number of productive tillers, TKW and the number of kernels per ear or panicle determine cereal yield.

In the second year, when the residual effects of lake sediment were studied, barley yield was significantly ($P = 0.023$) higher in the plots where the highest rate of lake sediment (100 t ha$^{-1}$) was applied. The additional yield was 359 kg ha$^{-1}$ (Table 4).

The barley plants grew significantly ($P = 0.023$) higher in the 100 t ha$^{-1}$ plots as well (Table 4). However, the yield in the 50 t ha$^{-1}$ plots was the same as in the control plots. As demonstrated, taller barley plants and significant additional yields were obtained, probably due to higher organic matter content and other nutrients in the soil where the highest rate of lake sediment was applied the previous year.

Obviously, the additional yield of both crops (2015 and 2016) where the highest rate of lake sediment was applied was supported by higher soil microbial activity. This is because soil microbiota plays an important role in productivity of agricultural crops as it is responsible for the biochemical degradation of organic matter and other chemicals in soil (Munnoli et al., 2010).

Oat test weight increased significantly ($P = 0.013$) in both the 50 t ha$^{-1}$ and 100 t ha$^{-1}$ treatments. TKW only increased ($P = 0.001$) in the 100 t ha$^{-1}$ treatment. Kernel weight is one of the most important components affecting yield. This research revealed that organic sediment does not always have positive effects on grain quality characteristics. There was no effect on oat protein content in the 100 t ha$^{-1}$ treatment, but in the 50 t ha$^{-1}$ treatment the protein content significantly ($P = 0.008$) decreased so the effect of fertilisation was negative compared to the control. Organic farming often has a lack of nutrients. This is a crucial aspect to achieve sufficient protein content of cereals (Bilsborrow et al., 2013; Tamm et al., 2016).

There were no residual effects of lake sediment on barley grain quality characteristics in the second year (2016).

### CONCLUSIONS

The rate of lake sediment applied had significant effects on soil chemical composition, soil dehydrogenase activity, as well as on grain yield and quality, with responses being strongest in the 100 t ha$^{-1}$ treatment. The 100 t ha$^{-1}$ treatment increased

---

**Table 4. Residual effect of lake sediment fertiliser on grain yield and quality characteristics of spring barley in 2016**

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Yield, kg ha$^{-1}$</th>
<th>Plant height, cm</th>
<th>Test weight, g L$^{-1}$</th>
<th>TKW, g</th>
<th>Protein content, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>2.908$^a$</td>
<td>56$^a$</td>
<td>641$^a$</td>
<td>46.7$^a$</td>
<td>9.6$^a$</td>
</tr>
<tr>
<td>50 t ha$^{-1}$</td>
<td>2.873$^{ab}$</td>
<td>57$^{ab}$</td>
<td>640$^a$</td>
<td>45.7$^a$</td>
<td>9.4$^a$</td>
</tr>
<tr>
<td>100 t ha$^{-1}$</td>
<td>3.266$^a$</td>
<td>60$^a$</td>
<td>645$^a$</td>
<td>46.2$^a$</td>
<td>9.4$^a$</td>
</tr>
</tbody>
</table>

Different letters indicate significant differences between treatment means ($n = 6$) (Tukey-Kramer HSD test $P < 0.05$).
the amount of mobile Ca and B content in soil the first year. A residual effect was seen in the soil Ca, Cu and B content. Both application rates (50 and 100 t ha\(^{-1}\)) increased the N\(_{tot}\), Mg, Cu, and Mn content in the soil the first year but had no effect on soil pH or P and K content. The higher application rate increased the SOC content, which could be a reason why soil DHA was higher in 100 t ha\(^{-1}\) treatment. Positive effects on soil DHA could be also due to the addition of a large amount of water along with the sediment.

The application of lake sediment increased grain yield, test weight, and thousand-kernel weight of oats in the first year. However, there were only small residual effects the following year. Barley yield was only positively impacted in the 100 t ha\(^{-1}\) treatment.

To use lake sediment as an organic fertiliser the ratio of Fe to P in the sediment should be considered in order to avoid a plant available P deficit in the soil. In order to recommend using lake sediment as an organic fertiliser to farmers, further research is needed to evaluate and avoid the risks of contaminating soils with heavy metals.
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Abstract. Fuel injection has a critical role in an internal combustion engine and a significant effect on the quality of the fuel spray. In turn, fuel spray directly affects an engine’s combustion, efficiency, power and emissions. This study evaluated three different injector nozzles in a high-speed, non-road diesel engine. It was run on diesel fuel oil (DFO) and testing was conducted at three different engine loads (100%, 75% and 50%) and at two engine speeds (2,200 rpm and 1,500 rpm). The nozzles had 6, 8 and 10 holes and a relatively high mass flow rate (HF). The study investigated and compared injection and combustion characteristics, together with gaseous emissions. The combustion parameters seemed to be very similar with all studied injector nozzles. The emission measurements indicated general reductions in hydrocarbons (HC), carbon monoxide (CO) and nitrogen oxides (NOx) at most load/speed points when using the 6- and 10-hole nozzles instead of the reference 8-hole nozzles. However, smoke number increased when the alternative nozzles were used.

Key words: diesel engine, fuel injection, injector nozzle, combustion performance, emissions.

INTRODUCTION

The European Parliament has set three key targets for more efficient energy use: improve energy efficiency by 35%; increase the share of renewables in energy consumption to at least 35%; and ensure that at least 12% of energy in transport comes from renewable sources (European Parliament, 2018). The deadline to achieve all three targets is 2030, so, coupled with changing fuel prices and fuel availability issues, significant shifts in the fuel market can be expect during the next decade. Diesel engines and their injection systems in the future must be capable of handling various alternative fuels as efficiently as possible.

When modifying a diesel engine to suit new fuels, one of the most critical elements is fuel injection. It has a key role in the optimisation of the trade-off between thermal efficiency and exhaust emissions (Jääskeläinen, 2017; Heywood, 2018; Salvador et al., 2018). The injection system has a significant impact on the duration of both fuel injection and combustion, as well as combustion noise (Salvador et al., 2018). Moreover, the injector nozzle’s design - the number of nozzle holes, the hole diameter and the spray angle - affects spray atomisation and fuel-air mixing (Sarvi et al., 2008; Jääskeläinen, 2017; Dong et al., 2018a). Fuel atomisation and fuel-air mixing must improve to meet
the EU’s energy efficiency target and more stringent emission regulations, including those for nitrogen oxides (NOx) (Salvador et al., 2018).

The injector nozzle is responsible for delivering the fuel spray. The injected spray consists of fuel droplets smaller than the nozzle hole diameter (Sarvi et al., 2008). Reducing nozzle hole diameter has been shown to improve atomisation efficiency, leading to increased heat release rate (HRR) and less soot formation (Sarvi et al., 2008; Jääskeläinen, 2017; Dong et al., 2018a). However, those studies found that there are limits to the reduction of nozzle diameter. These are related to total injection time and combustion durations (especially at high loads) or the potential for nozzle coking. Additionally, the accelerated combustion leads to rising combustion temperature that increases NOx emissions (Satyanarayana & Muraleedharan, 2012). NOx formation in the combustion chamber is related to the flame area, which depends on the number and size of the fuel nozzle holes (Sarvi et al., 2008; Dong et al., 2018a). Decreasing the number of holes gives a smaller cone angle of fuel spray, changing the fuel/air mixing and reducing NOx production.

If nozzle hole diameter is reduced it is necessary to increase injection pressure or raise nozzle hole count to maintain the same fuel injection rate and nozzle flow area for maximum engine torque, power objectives and engine efficiency (Jääskeläinen, 2017). Jääskeläinen (2017) states that coupling hole size reduction to several other factors may improve combustion characteristics, like reducing the potential for overlapping of the burning zones of individual fuel sprays. These factors are: injection pressure increase, changes in combustion chamber design, improvements in nozzle flow performance and increase in the number of nozzle holes.

Increasing the number of nozzle holes, however, affects the fuel penetration length. Sayin et al. (2013), reported that raising the hole count could lead to poor combustion efficiency, mainly because the shorter penetration weakens the fuel/air mixing. Lee et al. (2010) noticed a decrease in penetration length when the hole count was raised. That led to a reduction in cylinder pressure and HRR, despite the improved evaporation and atomisation.

Overall, the optimal injector nozzle parameters depend on the engine type and have to be found by testing, since there is no theory that properly describes nozzle performance (Sarvi et al., 2008). Furthermore, the suitability for each fuel has to be studied individually (Niemi et al., 2011).

The present study compares three different injector nozzles in a high-speed, non-road diesel engine powered by DFO fuel. Tests were carried out at three different engine loads (100%, 75%, 50%) and at engine speeds of 2,200 rpm and 1,500 rpm. The nozzles had 6, 8 and 10 holes and a relatively high mass flow rate (HF). No other modifications were made to the engine components or control settings. Engine performance was kept constant. Detailed injection and combustion characteristics and gaseous emissions were measured. The injection map was optimized for the reference 8-hole nozzles and the map was kept constant with the other nozzles.

The study’s main aim was to evaluate how the selected fuel nozzles affect the combustion and emission characteristics of a modern high-speed, common-rail diesel engine using commercial low-sulphur DFO. The measurements generated new information relating to nozzle choice, supporting the aim to increase efficiency of high-speed non-road engines.
MATERIALS AND METHODS

Experimental setup
The experiments were conducted by the University of Vaasa (UV) at the Internal Combustion Engine (ICE) laboratory of the Technobothnia Research Centre in Vaasa, Finland. The laboratory is managed by Novia University of Applied Sciences.

Engine setup and nozzles
The experimental engine, an AGCO Power 44 CWA, was a turbocharged, high-speed four-cylinder diesel engine for non-road applications. It was intercooled (air-to-water) and had a Bosch common-rail fuel-injection system. The engine had no exhaust after treatment devices. It was loaded by means of a Horiba eddy-current dynamometer WT300. Table 1 lists the engine’s main specification.

Testing was conducted at three different engine loads (100%, 75%, 50%) and at two engine speeds of (2,200 rpm and 1,500 rpm). Three solenoid-driven injector nozzles were compared. The nozzles had 6, 8 and 10 holes and a high mass flow rate (1.2 L min⁻¹ at 100 bar). The spray angle (umbrella angle) was 149° for all nozzles. Most diesel combustion systems include spray angles in the range of 145–158° (Salvador et al., 2018). The injection map was optimised for the 8-hole nozzles by the engine manufacturer. The map was kept constant with the other nozzles. Fig. 1 and Table 2 provide detailed information about the nozzles.

The fuel used was a commercial low-sulphur diesel fuel oil (DFO). It had a cetane number (CN) of 54, lower heating value of 43 MJ kg⁻¹, its was density 835 kg m⁻³ and kinematic viscosity 3 mm² s⁻².

<table>
<thead>
<tr>
<th>Table 1. Main engine specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine</td>
</tr>
<tr>
<td>Cylinder number</td>
</tr>
<tr>
<td>Bore (mm)</td>
</tr>
<tr>
<td>Stroke (mm)</td>
</tr>
<tr>
<td>Swept volume (dm³)</td>
</tr>
<tr>
<td>Rated speed (min⁻¹)</td>
</tr>
<tr>
<td>Rated power (kW)</td>
</tr>
<tr>
<td>Intermediate speed (min⁻¹)</td>
</tr>
</tbody>
</table>

Figure 1. Spray angle schematics of the injector nozzles.

<table>
<thead>
<tr>
<th>Table 2. Specifications of different injector nozzles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nozzle holes</td>
</tr>
<tr>
<td>Orifice diameter (mm)</td>
</tr>
<tr>
<td>Total orifice areas (mm²)</td>
</tr>
<tr>
<td>Included spray angle</td>
</tr>
<tr>
<td>Nozzle flow rate (L min⁻¹) at 100 bar</td>
</tr>
<tr>
<td>Needle lift (mm)</td>
</tr>
</tbody>
</table>
Analytical instruments
LabVIEW system-design software was used to collect sensor data from the engine. The recorded variables were engine speed and torque, cylinder pressure and injection timing, duration and quantity. WinEEM3 diagnostic and service software provided by the engine manufacturer, AGCO Power, controlled fuel injection according to load-speed requests. The basic settings of WinEEM3 were the same for all nozzles and fuels. Fig. 2 depicts a schematic of the test bench setup.

Injected fuel mass flow rate was measured with a Kern digital fuel scale for 300 seconds at every load point once engine operation was stabilised. The average result was saved via LabVIEW software. The relative uncertainty for fuel mass flow measurement was 0.03%.

![Figure 2. Engine measurement setup.](image)

A piezoelectric Kistler 6125C pressure sensor was used to measure in-cylinder pressure. The sensor was mounted into the head of the fourth cylinder. A charge amplifier filtered and amplified the signal, which was then transmitted to a Kistler KIBOX combustion analyser. The crankshaft position was recorded by a crank-angle encoder (Kistler 2614B1), which can output a crank-angle signal with a resolution of 0.1° CA by means of an optical sensor. Cylinder pressure data were averaged over 100 consecutive cycles to smooth irregular combustion. The averaged data were used to calculate HRR. The raw data over 100 cycles were used to calculate the standard deviations for the maximum cylinder pressures.

HRR and MFB were calculated via AVL Concerto’s data-processing platform, using the Thermodynamics2 macro. The macro used a calculation resolution of 0.2 °CA. The start of the calculation was set at -30 °CA. Data were filtered with the DigitalFilter macro and a frequency of 2,000 Hz. For HRR results, the average values of in-cylinder pressure were calculated first. Thereafter, the macro calculated HRR values. Finally, the HRR curve was filtered. In contrast, for MFB results, pressure values were first filtered.
and then the macro was used. Average values of 100 cycles were not used for MFB results, thus establishing the standard deviations.

Exhaust temperatures were recorded by K type thermocouples (NiCu-NiAl). Air and exhaust pressures were determined by industrial transmitters. Engine air-flow was measured by an ABB Sensyflow FMT700-P air mass flow rate meter. Exhaust emissions were determined by means of the instruments listed in Table 3.

Table 3. Instruments for emission measurements

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Analyser</th>
<th>Technology</th>
<th>Accuracy*</th>
</tr>
</thead>
</table>
| CO        | TSI CA-6203 CA-CALC | Electrochemical | 0–100 ppm: ± 10%  
100–5,000 ppm: ± 5% |
| O2        | Siemens Oxymat 61 | Paramagnetic | ± 0.25% |
| NO, NOx   | TSI CA-6203 CA-CALC | Electrochemical | 0–100 ppm: ± 10%  
100–4,000 ppm: ± 5% |
| HC        | J.U.M. VE 7 | HFID | 0–100,000 ppm: ± 1% |
| Smoke     | AVL 415 S | Optical filter | ± 5% |

* Accuracy provided by manufacturer.

Experimental matrix and measurement procedure

All measurements were performed under steady operation conditions without engine modifications. The comparison of injector nozzles used six load/speed points from the ISO 8178-4 standard: 100%, 75%, 50% loads at engine speeds of 2,200 rpm and 1,500 rpm. Brake mean effective pressure (BMEP) values ranged from 17.4 to 5.7 bar. The load/speed points are listed in Table 4.

At the beginning of every measurement, the engine was warmed-up and the load was applied. The intake-air temperature was adjusted to 85 ± 1 °C downstream of the charge-air cooler to support auto-ignition of the fuels at each load. The temperature was controlled manually by regulating the flow of cooling water to the heat exchanger. The valve setting was kept constant. Therefore, the charge temperature changed with the load. All measurements were taken after the engine had stabilised, as determined by the stability of the temperatures of coolant water, intake air and exhaust upstream the turbine.

Table 4. Engine operating conditions

<table>
<thead>
<tr>
<th>Engine speed (rpm)</th>
<th>2,200</th>
<th>1,500</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMEP (bar)</td>
<td>11.4</td>
<td>8.6</td>
</tr>
<tr>
<td>Load (%)</td>
<td>100</td>
<td>75</td>
</tr>
</tbody>
</table>

RESULTS AND DISCUSSION

Injector nozzles

The measurement results from the three injector nozzles were compared. The nozzles had 6, 8 and 10 holes but each had the same mass flow rate of 1.2 L min⁻¹ at 100 bar. The rail pressure values of 8-hole nozzles were 83, 74, 66 MPa at measurement points of 11.4, 8.6 and 5.7 bar 2,200 rpm. Respectively, 61, 46 and 40 MPa at 17.4, 13.1 and 8.7 bar BMEP 1,500 rpm. The 6- and 10-hole nozzles had a minor increase in rail pressures. The maximum rail pressure increase was 4% with 6-hole nozzles at medium load (8.6 bar BMEP) at 2,200 rpm compared to rail pressure with 8-hole nozzles. The
The following sections provide results and discussion from the measurements of injection timing, specific fuel consumption, heat release rate and cylinder pressure, brake thermal efficiency, mass fraction burned and combustion duration as well as gaseous emissions and smoke.

**Injection timing and brake specific fuel consumption**

For all test conditions, pilot injections were set before top dead centre (BTDC) while main injections occurred after top dead centre (ATDC). The exact timings and durations are shown in Table 5. Fig. 3 depicts brake specific fuel consumption (BSFC).

Only main injections occurred at load points of 11.4 bar and 8.6 bar BMEP (engine speed 2,200 rpm). At this engine speed, pilot injections occurred only with the lowest BMEP of 5.7 bar (50% load). The timing and duration of these pilot injections were similar for all the nozzles. The main injection duration was slightly shorter (by just one crank angle degree) with the 8-hole nozzles. There was no post injection for any of the three loads at 2,200 rpm.

Pilot injection was used for all the nozzles at all loads (17.4, 13.1 and 8.7 bar) at the lower engine speed of 1,500 rpm. Minor variations of starting times and durations were noticed. At full load (17.4 bar) at this engine speed, post injection occurred only with the 8-hole nozzles. Post injection occurred with all the nozzles at the two smaller loads at 1,500 rpm.

**Table 5. Injection timing**

<table>
<thead>
<tr>
<th>Nozzle</th>
<th>BMEP bar</th>
<th>Pilot Injection (BTDC)</th>
<th>Main injection (ATDC)</th>
<th>Post injection (ATDC)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Start °CA</td>
<td>Duration °CA</td>
<td>Start °CA</td>
<td>Duration °CA</td>
</tr>
<tr>
<td>6</td>
<td>11.4</td>
<td>8.6 0 4 21 31 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8.6</td>
<td>0 4 20 30 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>8.6</td>
<td>0 4 21 31 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>8.6</td>
<td>7.6 0 3 17 28 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7.6</td>
<td>0 3 16 27 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>7.6</td>
<td>0 3 17 28 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5.7</td>
<td>13 4 3.5 12 22 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>4 3.5 12 22 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>4 3.5 12 22 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>17.4</td>
<td>8.3 2.8 2.4 25 31 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>2.8 2 24 31 2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>8.3</td>
<td>2.8 2.4 24 31 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>13.1</td>
<td>8.6 3.2 2.3 20 28 3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8.6</td>
<td>3.3 2.1 20 27 3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>8.6</td>
<td>3.2 2.3 21 28 3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>8.7</td>
<td>8.7 3.5 2.1 13 21 4.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8.7</td>
<td>3.7 1.9 12 20 4.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>8.7</td>
<td>3.5 2.1 13 21 4.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The amount of injected fuel was assumed to correlate to injection durations because fuel injection was controlled according to load/speed requests. Overall, the differences in main injection durations of all the nozzles did not exceed 1 °CA.
As expected, pilot injection duration increased when the engine load was reduced and main injection duration increased when the engine load was raised. At 1,500 rpm, post injection duration increased when the engine load was reduced. A longer pilot is used to shorten the ignition delay (ID) of a fuel by increasing in-cylinder temperatures for main injections. Post injections, in turn, are used to reduce particulate and soot emissions, primarily at lighter loads and lower engine speeds (Heywood, 2018).

![Figure 3. Brake specific fuel consumption at rated and intermediate speeds.](image)

Brake specific fuel consumption (BSFC) is the fuel flow rate per hour (g h⁻¹) divided by engine brake power (kW). Generally, BSFC decreased when brake mean effective pressure (BMEP) or load of the engine increased. The 8-hole nozzles produced the lowest BSFC at five out of the six load/speed points. In other words, either raising the hole count to 10 or reducing it to 6 increased BSFC. The highest BSFC values were measured for the 6-hole nozzles at all load/speed points, except at full load at 1,500 rpm, where BMEP was at its maximum value of 17.4 bar. At this point, however, the difference between the 10-hole and 8-hole nozzles was minor (3.1 g kWh⁻¹, 1.4%). The maximum difference was 8.7 g kWh⁻¹ or 3.6% at 8.6 bar BMEP, between the 6-hole and 8-hole nozzles.

Sayin et al. (2013) investigated 2-, 4-, 6- and 8-hole nozzles in a single-cylinder diesel engine using DFO. They also observed that increasing or decreasing the number of nozzle holes increased BSFC compared to the original nozzle. They assumed that a reduction in hole count led to enlarged fuel droplets and lengthened the ignition delay period, increasing BSFC. Conversely, raising the hole count shortened the ID period, reducing homogeneous mixture, and so once again BSFC increased. Mekonen et al. (2020) studied 3-, 4- and 5-hole nozzles in a single-cylinder diesel engine using preheated palm oil methyl ester. They observed decrease in BSFC when nozzle hole number increased from 3 to 4, due to increased fine droplets of injected fuel and improved fuel atomisation. However, BSFC increased when the nozzle hole count was raised further, from 4 to 5. They assumed that was caused by the higher number of fine droplets leading to a shorter ID and hence increasing the chance of non-homogeneous mixing.
Heat release rate (HRR)

The compression pressure was at its maximum at 2°CA before top dead centre at an engine speed of 1,000 rpm. This had no effect on measurement results, but must be considered when the results are examined.

Combustion starts with a rapid burning phase that lasts only a few CA degrees and produces the first spike in the heat release rate curve. It is followed by the main heat release period, which has a longer duration and more rounded profile. The HRR curve’s tail is the remainder of the fuel’s chemical energy released when burnt gases mix with excess air that was not involved in the main combustion (Heywood, 2018). Fig. 4 shows HRR curves for the studied injector nozzles. The small dip near the beginning of each curve is the loss due to the heat transfer into the liquid fuel for vaporising and heating (Heywood, 2018).

![HRR curves for 6-hole and 10-hole nozzles at different speeds and loads.](image)

**Figure 4.** Heat release rates at rated and intermediate speeds.

At rated speed (2,200 rpm) and full load (11.4 bar BMEP), the maximum HRR for the 6-hole nozzles was 104 J °CA⁻¹, just before the start of post injection (27 °CA). The 10-hole nozzles’ maximum HRR peak (98 J °CA⁻¹) came earlier, at the end of main injection (24 °CA). This difference in the arrival of the HRR peak may be due to the
larger droplet sizes created by the 6-hole nozzles evaporating more slowly than the smaller droplet sizes from the 10-hole nozzles. The start of all injections, as well as injection durations, were similar for the 6- and 10-hole nozzles.

A slightly longer ignition delay observed for the 6-hole nozzles at medium (8.6 bar BMEP) and low (5.7 bar BMEP) loads is due to larger droplet size generated by larger nozzle hole diameter. Otherwise, the HRR curves are similar. The 8-hole nozzles achieved a higher HRR than the other two nozzles at medium and low loads (94 J °CA⁻¹ and 68 J °CA⁻¹ respectively).

At intermediate speed and full load (17.4 bar BMEP), only the 8-hole nozzles had a post injection, although this is not evident on the HRR curve. The curve of the 6-hole nozzles differs from those of the other two nozzles at peak HRR.

At high loads, the maximum HRR decreased as the nozzle-hole count rose. Maximum HRR occurred later at intermediate speed with the 6-hole nozzles due to the larger droplet size generated by the greater hole diameter. Additionally, this delayed HRR peak with the 6-hole nozzles also may be due to increased spray penetration length, decreased cone angle and the slower mixing that is the consequence of the larger fuel droplets' longer evaporation time (Hoang, 2019), combined with slightly increased BSFC or fuel amount. Lee et al. (2010) studied 6-, 8- and 10-hole nozzles in a diesel engine and noticed that the strongest penetration of liquid spray from 6-hole nozzles impinged against the piston bowl, lowering in-cylinder temperature. Without the impingement, the HRR of the 6-hole nozzles should be the highest due to less uniform fuel/air distribution that enhanced combustion. They also observed the lowest HRR values for the 10-hole nozzles due to incomplete combustion caused by the poorly distributed fuel/air mixture and the highest concentration of unburned fuel during combustion process.

**Cylinder pressure**

Maximum cylinder pressures (MCP) were very similar with all injector nozzles at all studied load/speed points (Fig. 5 and Table 6). MCP at rated speed and full load with all nozzles were 106 to 108 bar. At 1,500 rpm, MCP at full load was 116 to 117 bar. Table 6 shows the standard deviations of MCP of 100 consecutive cycles.

![Figure 5. Maximum cylinder pressures at rated and intermediate speed with standard deviations.](image)
Maximum cylinder pressure depends on the burned fuel fraction during the premixed combustion phase. A larger amount of fuel burned in premixed phase shows a higher MCP (Hissa et al., 2019). The fuel/air mixing rate mainly controls the combustion process of diesel engines. Slowing the rate results in retarded ignition and lower MCP. Dong et al. (2018b) noticed a lower pressure peak with a reduced number of nozzle holes, mainly due to the slower fuel/air mixing rate. In turn, Lee et al. (2010) noticed shorter penetration length when the number of nozzle holes was increased. This led to lower cylinder pressure and HRR, despite the improved evaporation and atomisation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>11.4</td>
<td>107</td>
<td>0.135</td>
<td>6</td>
<td>17.4</td>
<td>116</td>
<td>0.165</td>
</tr>
<tr>
<td>8</td>
<td>106</td>
<td>93.0</td>
<td>0.114</td>
<td>6</td>
<td>13.1</td>
<td>97.7</td>
<td>0.179</td>
</tr>
<tr>
<td>10</td>
<td>108</td>
<td>91.9</td>
<td>0.140</td>
<td>8</td>
<td>108</td>
<td>97.9</td>
<td>0.209</td>
</tr>
<tr>
<td>6</td>
<td>8.6</td>
<td>93.1</td>
<td>0.133</td>
<td>10</td>
<td>8.7</td>
<td>75.9</td>
<td>0.154</td>
</tr>
<tr>
<td>8</td>
<td>75.4</td>
<td>91.9</td>
<td>0.192</td>
<td>8</td>
<td>76.4</td>
<td>77.2</td>
<td>0.158</td>
</tr>
<tr>
<td>10</td>
<td>76.0</td>
<td>91.9</td>
<td>0.187</td>
<td>10</td>
<td>76.4</td>
<td>77.2</td>
<td>0.158</td>
</tr>
</tbody>
</table>

**Brake thermal efficiency (BTE)**

BTE indicates how efficiently the energy in the fuel was converted into mechanical output. BTE increased with load for all nozzles due to relative reductions in heat and mechanical losses at higher load (e.g., Perumal et al., 2017). Fig. 6 shows BTE was very similar with different nozzles. At full load at 2,200 rpm, BTE was 34 to 35% and at half load 33 to 34%. At full load at 1,500 rpm, BTE was 37 to 38% and at half load 36 to 37%. Differences between nozzles were minimal and within the measurement accuracy.
increase in the nozzle-hole count could lead to poor combustion efficiency, mainly stemming from the shorter penetration weakening the fuel/air mixing. Mekonen et al. (2020) also measured an increased BTE when nozzle-hole number was increased from 3 to 4. This was attributed to a better fuel spray and turbulence. BTE fell when the number of nozzle holes was increased from 4 to 5. It is assumed that when the nozzle-hole count exceeds a certain range, combustion and emissions are adversely affected due to lack of the air entrainment required for the achievement of a stoichiometric mixture (Lee et al., 2010; Mekonen et al., 2020).

**Mass fraction burned (MFB)**

Table 7 presents MFB values with their standard deviations. It shows that the nozzles had the same MFB 5% values, except at full load at 2,200 rpm (11.4 bar BMEP) and 75% load at 1,500 rpm (13.1 bar BMEP). At these two load/speed points, the 6-hole nozzles achieved MFB 5% slightly later than the other nozzles. This may be due to increased droplet size leading to increased ID. At 50% load at 1,500 rpm (8.7 bar BMEP), the 8-hole nozzles had the earliest MFB 5%.

<table>
<thead>
<tr>
<th>Nozzle</th>
<th>BMEP 5%</th>
<th>MFB 5% StDev</th>
<th>MFB 50%</th>
<th>MFB 90%</th>
<th>MFB 90% StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>11.4</td>
<td>0.14</td>
<td>0.21</td>
<td>1.0</td>
<td>0.11</td>
</tr>
<tr>
<td>8</td>
<td>18</td>
<td>0.15</td>
<td>0.22</td>
<td>1.1</td>
<td>0.24</td>
</tr>
<tr>
<td>10</td>
<td>18</td>
<td>0.13</td>
<td>0.26</td>
<td>1.3</td>
<td>0.28</td>
</tr>
<tr>
<td>6</td>
<td>8.6</td>
<td>0.14</td>
<td>0.22</td>
<td>1.1</td>
<td>0.28</td>
</tr>
<tr>
<td>8</td>
<td>19</td>
<td>0.15</td>
<td>0.24</td>
<td>1.2</td>
<td>0.26</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>0.11</td>
<td>0.28</td>
<td>1.1</td>
<td>0.26</td>
</tr>
<tr>
<td>6</td>
<td>5.7</td>
<td>0.17</td>
<td>0.30</td>
<td>1.6</td>
<td>0.27</td>
</tr>
<tr>
<td>8</td>
<td>17</td>
<td>0.16</td>
<td>0.32</td>
<td>1.6</td>
<td>0.27</td>
</tr>
<tr>
<td>10</td>
<td>17</td>
<td>0.16</td>
<td>0.27</td>
<td>1.3</td>
<td>0.26</td>
</tr>
<tr>
<td>6</td>
<td>17.4</td>
<td>0.13</td>
<td>0.22</td>
<td>1.2</td>
<td>0.27</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>0.11</td>
<td>0.21</td>
<td>1.0</td>
<td>0.27</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>0.14</td>
<td>0.31</td>
<td>1.5</td>
<td>0.27</td>
</tr>
<tr>
<td>6</td>
<td>13.1</td>
<td>0.15</td>
<td>0.23</td>
<td>1.3</td>
<td>0.27</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td>0.13</td>
<td>0.23</td>
<td>0.94</td>
<td>0.27</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>0.15</td>
<td>0.33</td>
<td>1.1</td>
<td>0.27</td>
</tr>
<tr>
<td>6</td>
<td>8.7</td>
<td>0.17</td>
<td>0.26</td>
<td>1.2</td>
<td>0.27</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td>0.13</td>
<td>0.26</td>
<td>1.1</td>
<td>0.27</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>0.12</td>
<td>0.26</td>
<td>0.97</td>
<td>0.27</td>
</tr>
</tbody>
</table>

MFB 50% values were similar with all nozzles at high loads. However, some difference between the nozzles was observed at lower cylinder pressures. At rated speed and 50% load (5.7 bar BMEP), MFB 50% of the 6-hole nozzles occurred one CA degree later than with the other nozzles. At 1,500 rpm and 75% and 50% loads (13.1 and 8.7 bar BMEP respectively), MFB 50% for the 8-hole nozzles was one CA degree ahead of the other nozzles. As a whole, differences in MFB 5% and 50% values were very small.

MFB 90% was achieved first with the 8-hole nozzles in the majority of cases. However, the 10-hole nozzles had the earliest MFB 90% values at rated speed with 75% and 50% loads (8.6 and 5.7 bar BMEP respectively). Conversely, the 10-hole nozzles
showed the latest values of MFB 90% at all loads with an engine speed of 1,500 rpm. At rated speed, the cylinder pressure and in-cylinder temperature were, perhaps, more favourable for formation, evaporation and burning of the smaller droplets from 10-hole nozzles (Chauhan et al., 2010; Hoang, 2019).

**Combustion duration**

Combustion duration (CD) can be defined either as the time interval between MFB 5% and MBF 50% or the time interval between MFB 5% and MFB 90%. Measurements using both definitions of CD are depicted in Fig. 7 and 8 respectively, using the data from Table 7. MFB 5% always occurred during the main injection, irrespective of nozzle or load. MFB 50% was achieved at 30 ± 2° CA. MFB 90% was observed after the end of any post injections.

CD values of MFB 5−50% were fairly similar for all the nozzles at all load/speed points, with two exceptions (Fig. 7). In the first of these, the 6-hole nozzles had a shorter CD at rated speed and full load (11.4 BMEP) because increased fuel supply at higher loads with the 6-hole nozzles enhance combustion. However, at lower loads mixing with the six-hole nozzles is poorer, ID may be delayed and combustion is more prolonged relative to the other nozzles. The second exception relates to the 10-hole nozzles; these showed longer CD values at 1,500 rpm with 75% and 100% loads (13.1 and 17.4 bar respectively). Effective fuel/air mixing with the 10-hole nozzles gave a shorter CD at low loads but at higher load CD increased, due to smaller orifice diameters that led to lengthened combustion duration. Studies of Sarvi et al. (2008), Jääskeläinen (2017) and Dong et al. (2018) stated that there is a limit to the reduction of nozzle diameter that related to e.g. total injection time and combustion durations especially at high loads.

![Figure 7. Combustion duration (°CA) at all engine loads, determined as crank angles between MFB 5% and MFB 50%.](image)

Fig. 8 shows MFB 5–90% values at all load/speed points. At 2,200 rpm, the 6-hole nozzles always had the longest CD. Their larger hole diameters created larger droplets than the other nozzles; larger droplet sizes require more time to evaporate and burn (Heywood, 2018). At 1,500 rpm engine speed, the 10-hole nozzles had the longest CD and the difference compared to the other nozzles increased as engine load grew.
Figure 8. Combustion duration (°CA) at all engine loads, determined as crank angles between MFB 5% and MFB 90%.

Gaseous emissions and smoke
Fig. 9 illustrates the brake specific emissions of NOx, CO and HC. The smoke numbers are also depicted.

Using 6- and 10-hole nozzles instead of 8-hole nozzles generated less NOx. The 6-hole nozzles gave the lowest NOx at low loads at both speeds: 14% lower at rated speed and 18% lower at intermediate speed compared with the 8-hole nozzles. At full loads, the lowest NOx values were measured with the 10-hole nozzles. They cut NOx emissions by 11% at 2,200 rpm and by 13% at 1,500 rpm compared with 8-hole nozzles. Low smoke and high BTE indicate that combustion was efficient with 8-hole injectors, although that is often accompanied by the trade-off involving greater NOx formation. Mekonen et al. (2020) observed more NOx when they increased nozzle hole number from 3 to 4, attributing it to smaller particles that increased the combustion rate and in-cylinder gas temperature. They also measured a reduction in NOx when the nozzle number was raised from 4 to 5. The reason given was greater fuel supply to the cylinder, reducing in-cylinder gas temperature and NOx emissions. The results are consistent with the experimental observations of Lee et al. (2010) where the highest NOx emission was measured for the 8-hole nozzles. The lowest NOx values with the 10-hole nozzles were due to presence of fuel-rich zones developed from the poor mixture formation.

Carbon monoxide (CO) is mainly formed due to lack of oxygen in locally rich mixtures in the cylinder, although dissociation of CO\(_2\) may also increase CO. The 6-hole nozzles improved CO performance at rated speed, cutting CO emissions by 20% at low load and by 39% at full load compared with the 8-hole nozzles. The 10-hole nozzles reduced CO by 15% at low load and by 19% at medium load, respectively. The 8-hole and the 10-hole nozzles produced the same amount of CO at full load. At intermediate speed, the 10-hole nozzles now produced the highest CO emissions at all load points. The increases compared with the 8-hole nozzles were considerable: 36% at low load, 26% at medium load and 83% at high load. Conversely, the 6-hole nozzles performed better than the 8-hole nozzles, reducing CO by 2%, 39% and 54% at low, medium and high loads respectively. At full load at 1,500 rpm, CO formation with 10-hole nozzles was four times higher than with the 6-hole nozzles, maybe due to the prolonged combustion. The effects of CO\(_2\) dissociation on CO were assumed to be quite similar for all nozzles because the high temperatures prevailed in the cylinder for quite similar periods with them all.
Figure 9. Brake specific emissions of NOx, CO and HC and smoke numbers versus engine load at two speeds.

Total hydrocarbon emissions (HC) are considered to reflect the presence of unburnt or partially burnt fuel in the exhaust gas (Hoang, 2019). Most exhaust HC originate from the fuel but some are formed by unknown chemical reactions within the cylinders (Satyanarayana & Muraleedharan, 2012). An increase in HC emissions is indicative of reduced thermal efficiency and a raised level of pollutants (Hoang, 2019). In our study, both the alternative nozzles gave better HC performance than the reference nozzles at all loads and speeds, with the 10-hole nozzles being slightly the most beneficial. At rated speed, the 10-hole nozzles reduced HC emissions by 57% at low load, 60% at medium load and 68% at high load compared with 8-hole nozzles. At intermediate speed, 10-hole nozzles achieved HC reductions of 57%, 62% and 63% respectively.

Exhaust smoke increased when engine load reduced. Smoke number at the engine’s rated speed was always highest with 6-hole nozzles. The smoke result was less clear-cut
at intermediate speed: the 6-hole nozzles generated the highest smoke at low load but the 10-hole nozzles produced the most smoke at the highest load. The 8-hole nozzles gave the lowest smoke at both speeds and all loads, ranging from 0.9 to 1.5 FSN at rated speed and from 0.5 to 1.1 at intermediate speed.

Sarvi et al. (2008) reported that NOx decreased when the number of nozzle holes was reduced for a given fuel consumption in a medium-speed diesel engine driven with light fuel oil (LFO). However, that was accompanied by the penalty of greater smoke (FSN), HC and CO concentrations. Dong et al. (2018a), say that combustion efficiency improves with smaller fuel droplets. Heat release is accelerated and combustion temperature rises, giving higher NOx. On the other hand, NOx formation in the combustion chamber is related to the flame area. A lower number of nozzle holes gives a smaller fuel jet area, resulting in different fuel/air mixing which reduces NOx production (Dong et al., 2018a; Sarvi et al., 2008).

Generally, NOx formation increased with engine load. Higher combustion temperature promoted NOx formation. Fig. 8 shows that higher engine load improved fuel/air mixing and fuel oxidation processes. The improved mixing rate led to reductions of CO, HC and smoke when engine load was increased.

CONCLUSIONS

The present study compared three different injector nozzles in a high-speed non-road diesel engine at different engine loads and speeds. The main aim was to find out how the selected nozzles affect combustion and emission characteristics of the common-rail experimental engine, fuelled by commercial low-sulphur DFO. The nozzles had 6, 8 and 10 holes. The injection map was kept constant and the engine control module set the injection for each nozzle automatically. The measurements generated new information of fuel injection nozzles supporting the development of more efficient high-speed non-road engines.

Based on the performed measurements and analyses, the following conclusions could be drawn:

- The BSFC for the 6- and 10-hole nozzles were higher than that of the 8-hole nozzles.
- The HRRs were fairly similar for all nozzles at all loads. However, the HRR remained slightly longer at a high level with 6-hole nozzles.
- Differences in maximum cylinder pressures and BTE were minimal between the nozzles.
- Combustion durations were almost similar for all the nozzles.
- The 6- and 10-hole nozzles improved CO and HC formation.
- The 8-hole tips generated the highest NOx but lowest smoke at all loads.
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Abstract. Monitoring of agricultural crops with the help of remote and proximal sensors during the growing season plays important role for site-specific management decisions. Winter wheat, winter rape and poppy are representatives of typical agricultural crops from the family Poacea, Brassicaceae and Papaveraceae, growing in relative dry area of Rakovník district in the Czech Republic. Ten Sentinel 2 satellite images acquired during vegetation season of the crops were downloaded and processed. Crops were monitored with the help of unmanned aerial vehicles (UAV) equipped with consumer grade Red Green Blue (RGB) camera and multispectral (MS) MicaSense RedEdge MX camera. In-field variability was assessed by computing RGB-based vegetation indices Triangular Greenness Index (TGI), Green Leaf Index (GLI) and Visible Atmospherically Resistant Index (VARI) and commonly used vegetation indices as Normalised Difference Vegetation Index (NDVI) and Green NDVI (GNDVI). The results derived from satellite and UAV images were supported with in-situ measurements of hand-held GreenSeeker and Chlorophyll Meter Content sensors. The study showed the usability of individual vegetation indices, especially the TGI index for chlorophyll content estimation, and VARI index for green vegetation fraction detection and leaf area index estimation, in comparison with selected hand-held devices. The results showed as well that leaf properties and canopy structure of typical characteristics of selected families can significantly influence the spectral response of the crops detected in different phenological stages.

Key words: satellite images, unmanned aerial vehicles, vegetation indices, winter wheat, winter rape, poppy.

INTRODUCTION

Monitoring the vitality of agricultural crops during the whole growing season is significant for increasing crop yields and reducing input resources and costs for the agricultural system (Brisco et al., 1998). Knowledges of vegetation indices are fundamental for understanding of agricultural ecosystems as well (Wang et al., 2010). Vegetation indices can describe health and condition of agricultural crops, but each of indices uses different part of electromagnetic spectrum and therefore each of indices has different informative value.
Triangular Greenness Index (TGI) index calculates the triangle area of the reflectance spectrum in red, green and blue wavelengths, allows estimation of chlorophyll concentration in leaves and the canopy (Hunt et al., 2013). Green Leaf Index (GLI) is one of the important indices commonly used for yield forecasting. This spectral index was originally designed for use with RGB camera in data range from 0 to 255 (Gobron et al., 2000; Hunt et al., 2013). Visible Atmospherically Resistant Index (VARI) estimates the fraction of crops in scene with low sensitivity to atmospheric effects (Gitelson et al., 2002). Normalised Difference Vegetation Index (NDVI) is measure of healthy, green vegetation. The combination of it is normalized difference formulation and use of the highest absorption and reflectance regions of chlorophyll make it robust over a wide range of conditions (Rouse et al., 1974). Green NDVI (GNDVI) has similar algorithm to NDVI, but green part of electromagnetic spectrum (in 540 to 570 nm) is measured instead of the red part. GNDVI is more sensitive to chlorophyll content (Gitelson et al., 2002).

Data from Copernicus program can be free downloaded and used for evaluation of crop plots with using commercial software or open access software. Optical satellite imaging have borders in usability for example in cloudy weather (Dominguez et al., 2017). Compared to satellite images, unmanned aerial vehicles represent a much more accurate source of images for crop growth monitoring, especially in terms of spatial and temporal resolution. We can say, that UAVs are the most important technologies in agriculture and their flexibility help scientific sectors development and farmers in praxis (De Rango et al., 2017). One of UAV’s benefits is possibility to add various devices for example high resolution multispectral camera, digital camera, thermal camera, LiDAR etc. (Grenzdorffer et al., 2008).

The use of modern technologies in precision agriculture is the reply to new epoch of farming systems, private companies or scientists. Good informations in precision agriculture, especially satellite and UAV’s scanning or results from precise measurements, may affect the production function of immediate yield monitoring. That is why the main aim of this study was to evaluate crop growth of winter wheat, winter rape and poppy with the use of proximal and remote sensing measurements. The other objective of this study was to compare the utilization of selected RGB indices with most common spectral indices and prove use for common agricultural practice.

MATERIALS AND METHODS

Study area

The study area was located near to Lišany village (N 50° 9’31.57", E 13°44’37.12"), the Czech Republic. Experimental field with winter wheat was in size of 16.48 ha with average elevation of 355.96 m a.s.l. and 3.32% slope. Winter rape field had 19.30 ha with 360.35 m a.s.l. average elevation and 4.14% slope. Poppy field had 18.77 ha with average elevation of 349.25 m a.s.l. and 2.90% slope. Weather condition, total monthly precipitation and temparatures data for the years 2018 and 2019 and then total monthly average of 1961–1990 were provided by the hydrometeorological station Heřmanov in district Rakovník (see Table 1). The experimental fields are owned by Agricultural Company Lupofyt s.r.o. Soil tillage minimalization technology with alternately conventional arable soil technology (ploughing) were used on experimental plots. Since 2015 the crop rotation for the field with winter wheat has been: winter wheat (2015),
lupine (2016), winter wheat (2017), winter rape (2018) and winter wheat (2019); for the
field with winter rape: winter rape (2015), winter wheat (2016), winter rape (2017),
winter wheat (2018) and winter rape (2019); and for the field with poppy: winter rape

Table 1. Weather conditions (monthly precipitations and temperatures) for the years 2018 and
2019 and total monthly average of 1961–1990 for hydrometeorological station Heřmanov

<table>
<thead>
<tr>
<th>Month/Year</th>
<th>Precipitation (mm)</th>
<th>Temp. (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I.</td>
<td>25.0</td>
<td>34.0</td>
</tr>
<tr>
<td>II.</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>III.</td>
<td>36.0</td>
<td>40.0</td>
</tr>
<tr>
<td>IV.</td>
<td>33.0</td>
<td>26.0</td>
</tr>
<tr>
<td>V.</td>
<td>121.0</td>
<td>41.0</td>
</tr>
<tr>
<td>VI.</td>
<td>27.0</td>
<td>60.0</td>
</tr>
<tr>
<td>VII.</td>
<td>94.0</td>
<td>28.0</td>
</tr>
<tr>
<td>VIII.</td>
<td>64.0</td>
<td>70.0</td>
</tr>
<tr>
<td>IX.</td>
<td>85.0</td>
<td>20.0</td>
</tr>
<tr>
<td>X.</td>
<td>51.0</td>
<td>54.0</td>
</tr>
<tr>
<td>XI.</td>
<td>18.0</td>
<td>64.0</td>
</tr>
<tr>
<td>XII.</td>
<td>31.0</td>
<td>17.0</td>
</tr>
<tr>
<td>Sum</td>
<td>587.0</td>
<td>459.0</td>
</tr>
<tr>
<td>Mean</td>
<td>49.0</td>
<td>38.0</td>
</tr>
</tbody>
</table>

Data description
Measurements were performed during vegetation season 2019 on winter wheat,
winter rape and poppy crops. Measurements consisted of spectral indices derived from
Sentinel 2A/B MSI images, UAV images and handheld devices (GreenSeeker and
Chlorophyllmeter). The details can be found in Table 2.

Yield and remote sensing data
Combine harvester New Holland CR9080 was used for yield measurement. This
machine was equipped with yield monitor and DGPS receiver. EGNOS correction
ensure the accuracy of this system (± 0.1–0.3 m in horizontal and ± 0.2–0.6 m in vertical
direction). The yield data were saved every 1 second with coordinates to the external
memory. The yield data were processed by basic statistical method in order to eliminate
the errors of yield measurement system. The yield data sets were then interpolated to
kriging maps (see Fig. 1) using experimental variograms and common procedures. The
method is detailed described for example in Kumhálová et al., 2011. Because of problems
with poppy yield measurement, the special correction of this yield data set was used.
Geographically Weighted Regression (GWR; ArcGIS 10.4.1 SW, ESRI Redlands, CA,
USA) with the use of last satellite images from poppy vegetation season (28 June) was
used for this correction. GWR is one of several spatial regression techniques increasingly
used in geography and other disciplines. GWR provides a local model of the variable or
process by fitting a regression equation to every feature in the dataset. GWR constructs
these separate equations by incorporating the dependent and explanatory variables of
features falling within the bandwidth of each target feature (ESRI, 2019).
Figure 1. Yield maps (in t ha⁻¹) of poppy (a); winter wheat (b); and winter rape (c).

Table 2. Measurements (date, platform with sensors and spectral indices) used in this study for individual crops for the vegetation season 2019

<table>
<thead>
<tr>
<th>Date</th>
<th>Platform and sensor</th>
<th>Winter wheat Indices</th>
<th>Winter rape Indices</th>
<th>Poppy Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 April</td>
<td>S2A MSI</td>
<td>GNDVI, NDVI, TGI, VARI</td>
<td>GNDVI, NDVI, TGI, VARI</td>
<td>GLI*, GNDVI*, NDVI*, TGI*, VARI*</td>
</tr>
<tr>
<td>12 April</td>
<td>UAV with RGB camera</td>
<td>-</td>
<td>TGI</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GreenSeeker</td>
<td>NDVI</td>
<td>NDVI</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>N-Sensor</td>
<td>NDGI</td>
<td>NDGI</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Chlorophyllmeter</td>
<td>CFR</td>
<td>CFR</td>
<td>-</td>
</tr>
<tr>
<td>19 April</td>
<td>S2B MSI</td>
<td>GNDVI, NDVI, TGI</td>
<td>GNDVI, NDVI, TGI</td>
<td>GLI*, GNDVI*, NDVI*, TGI*, VARI*</td>
</tr>
<tr>
<td>24 April</td>
<td>S2A MSI</td>
<td>GNDVI, NDVI, TGI</td>
<td>GNDVI, NDVI, TGI</td>
<td>GLI*, GNDVI*, NDVI*, TGI*, VARI*</td>
</tr>
<tr>
<td>1 May</td>
<td>GreenSeeker</td>
<td>NDVI</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>N-Sensor</td>
<td>NDGI</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Chlorophyllmeter</td>
<td>CFR</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>19 May</td>
<td>S2B MSI</td>
<td>clouds – only parts of the fields usable, not used for the study</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>24 May</td>
<td>S2A MSI</td>
<td>GNDVI, NDVI, TGI</td>
<td>Clouds, shadows</td>
<td>GNDVI, NDVI, TGI</td>
</tr>
<tr>
<td>3 June</td>
<td>S2A MSI</td>
<td>GNDVI, NDVI, TGI</td>
<td>GNDVI, NDVI, TGI</td>
<td>GNDVI, NDVI, TGI</td>
</tr>
<tr>
<td>8 June</td>
<td>S2B MSI</td>
<td>GNDVI, NDVI, TGI</td>
<td>GNDVI, NDVI, TGI</td>
<td>GNDVI, NDVI, TGI</td>
</tr>
<tr>
<td>13 June</td>
<td>S2A MSI</td>
<td>GNDVI, NDVI, TGI</td>
<td>GNDVI, NDVI, TGI</td>
<td>GNDVI, NDVI, TGI</td>
</tr>
<tr>
<td>17 June</td>
<td>UAV with MicaSense camera</td>
<td>-</td>
<td>-</td>
<td>GLI, GNDVI, NDVI</td>
</tr>
<tr>
<td>18 June</td>
<td>S2B MSI</td>
<td>clouds</td>
<td>GNDVI, NDVI, TGI</td>
<td>-</td>
</tr>
<tr>
<td>28 June</td>
<td>S2B MSI</td>
<td>GNDVI, NDVI, TGI</td>
<td>GNDVI, NDVI, TGI</td>
<td>-</td>
</tr>
<tr>
<td>30 June</td>
<td>GreenSeeker</td>
<td>-</td>
<td>-</td>
<td>NDVI</td>
</tr>
</tbody>
</table>

*= spectral indices calculated for the bare soil; CFR = Content of Chlorophyll; GLI = Green Leaf Index; GNDVI = Green Normalised Difference Vegetation Index; NDVI = Normalised Difference Vegetation Index; NDGI = Normalised Difference Green Index; TGI = Triangular Greenness Index; VARI = Visible Atmospherically Resistant Index; S2A/B MSI = Sentinel 2A/B Multispectral Instrument.
The Sentinel 2A or B satellite images for vegetation season of 2019 were downloaded from Copernicus Open Access Hub (https://scihub.copernicus.eu/). The satellite images in level of BOA reflectance (Bottom of Atmosphere) L2A were resampled to 10 m spatial resolution with the help of SW ENVI 5.5 (Excelis, Inv. Mc Lean, USA) or SNAP 6.0.4 (ESA, http://step.esa.int/main/). Aerial survey were performed using common UAV with common RGB camera on 12 April for winter wheat and winter rape monitoring, and using Phantom UAV with MicaSense RedEdge-MX camera (MicaSense, Inc. Seattle, WA, USA) with five spectral bands (RED, GREEN, BLUE, Red Edge and NIR channels) and 1.2 Mpx per EO band sensor resolution on 17 June for poppy monitoring.

Spectral indices (see Table 3) were calculated from each of Sentinel 2 image (see Table 2). The images were acquired for the whole vegetation season with the aim to reach essential growth stages (see Fig. 2 and Table 4).

### Table 3. Vegetation indices used in this study

<table>
<thead>
<tr>
<th>RGB Spectral Index</th>
<th>Algorithm</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized Difference Vegetation Index</td>
<td>[ NDVI = \frac{\text{NIR} - \text{R}}{\text{NIR} + \text{R}} ]</td>
<td>(Rouse et al., 1974)</td>
</tr>
<tr>
<td>Green Normalized Difference Vegetation Index</td>
<td>[ GNDVI = \frac{\text{NIR} - \text{G}}{\text{NIR} + \text{G}} ]</td>
<td>(Gitelson et al., 1996)</td>
</tr>
<tr>
<td>Green Leaf Index</td>
<td>[ GLI = \frac{(\text{G} - \text{R}) + (\text{G} - \text{B})}{2\text{G} + \text{R} + \text{B}} ]</td>
<td>(Gobron et al., 2000; Hunt et al., 2013)</td>
</tr>
<tr>
<td>Visible Atmospherically Resistant Index</td>
<td>[ VARI = \frac{\text{G} - \text{R}}{\text{G} + \text{R} - \text{B}} ]</td>
<td>(Gitelson et al., 2002)</td>
</tr>
<tr>
<td>Triangular Greenness Index</td>
<td>[ TGI = G - 0.39\times R - 0.61\times B ]</td>
<td>(Hunt et al., 2013)</td>
</tr>
</tbody>
</table>

Where \( g = \frac{\text{G}}{\text{R} + \text{G} + \text{B}}; \) \( b = \frac{\text{B}}{\text{R} + \text{G} + \text{B}}; \) \( r = \frac{\text{R}}{\text{R} + \text{G} + \text{B}}; \) and green (G), red (R), blue (B) and NIR are the reflectance values of each band.

![Figure 2](image-url). Graphs of Normalised Difference Vegetation Index (NDVI), Green NDVI (GNDVI) (a); and Triangular Greenness Index (TGI) (b) for winter wheat, winter rape and poppy calculated from Sentinel 2 images for vegetation season.
Table 4. Growth stages of monitored crops, expressed in BBCH scale

<table>
<thead>
<tr>
<th>BBCH</th>
<th>Winter wheat</th>
<th>Winter rape</th>
<th>Poppy</th>
</tr>
</thead>
</table>

Data were compared for each of the selected crop (winter wheat, winter rape and poppy). Correlation coefficients (R) were calculated between generally known and used NDVI and GNDVI spectral indices and TGI index for Sentinel 2 images, and then these indices derived from Sentinel 2 images were compared with other measurements (Chlorophyllmeter, GreenSeeker, N-Sensor, indices derived from UAV images and yield data).

RESULTS AND DISCUSSION

The coefficients of correlation for selected parameters are shown in Table 5, 6 and 7. The coefficients of correlation were calculated for a 5% significance level.

Table 5. Coefficients of correlation between Triangular Greenness Index (TGI) and Normalized Different Vegetation Index (NDVI) a Green NDVI (GNDVI) derived from Sentinel 2 images for the vegetation season of winter wheat, winter rape and poppy (at 5% significance level)

<table>
<thead>
<tr>
<th>Date</th>
<th>Index</th>
<th>Winter wheat</th>
<th>Winter rape</th>
<th>Poppy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NDVI</td>
<td>GNDVI</td>
<td>NDVI</td>
<td>GNDVI</td>
</tr>
<tr>
<td>4 April</td>
<td>TGI</td>
<td>-0.14</td>
<td>0.59</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>VARI</td>
<td>-0.31</td>
<td>-0.48</td>
<td>-0.43</td>
</tr>
<tr>
<td>19 April</td>
<td>TGI</td>
<td>-0.34</td>
<td>0.63</td>
<td>0.51</td>
</tr>
<tr>
<td>24 April</td>
<td>TGI</td>
<td>-0.33</td>
<td>0.55</td>
<td>0.37</td>
</tr>
<tr>
<td>24 May</td>
<td>TGI</td>
<td>0.80</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3 June</td>
<td>TGI</td>
<td>-0.19</td>
<td>0.17</td>
<td>-0.10</td>
</tr>
<tr>
<td>8 June</td>
<td>TGI</td>
<td>-0.10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13 June</td>
<td>TGI</td>
<td>0.12</td>
<td>0.45</td>
<td>0.15</td>
</tr>
<tr>
<td>18 June</td>
<td>TGI</td>
<td>-</td>
<td>0.42</td>
<td>0.53</td>
</tr>
<tr>
<td>28 June</td>
<td>TGI</td>
<td>0.70</td>
<td>0.47</td>
<td>-0.12</td>
</tr>
</tbody>
</table>

Table 5 showed comparison between RGB indices (TGI and VARI) and NDVI and GNDVI spectral indices with near-infrared band, mostly used in literature (e.g. Dominguez et al., 2017) for crop vigor evaluation. The indices were calculated for Sentinel 2 images only. The results showed that TGI index developed for chlorophyll estimation calculated using RGB spectral bands had the strongest correlations with NDVI and GNDVI for poppy crops in comparison with the other (winter wheat and winter rape). Higher values of correlations in 24 May and 8 June were probably caused by light condition over the experimental field (clouds shadows on crop canopy). Nevertheless, results from 3 June, when the images was clear, showed that correlation between NDVI and TGI in case of poppy was relatively high as well. It means that the shadows affect the measured values to some extent, but the trend is generally maintained. Generally, correlations between TGI and NDVI were more significant for poppy (calculated from end of April – see BBCH scale in Table 4) and winter rape. On the
contrary, winter wheat crops showed more significant dependence between TGI and GNDVI during the growth season, when the plants were green. The last image captured on 28 June showed opposite results because of partly matured canopy. As the results on 4 April in case of winter wheat and winter rape showed, VARI index developed for vegetation faction and leaf area estimation could be used only for early growth stages evaluation, when canopy is uneven. The development of NDVI and GNDVI indices calculated from Sentinel 2 images are given in the Fig. 2, a. The graph showed relatively similar development of the values of these spectral indices. Early values of crop growth were evaluated only in case of winter wheat and winter rape canopy (see Table 4). On the contrary, TGI index in Fig. 2, b showed uneven development of this index and plant growth during the time which is probably caused by light condition over the experimental field (clouds shadows on crop canopy) how it is explained higher.

Table 6. Coefficients of correlation between handheld sensors (CFR = Chlorophyllmeter; N-Sensor a GreenSeeker = GSK) and UAV images (Triangular Greenness Index = TGI) used in this study and spectral indices (NDVI, GNDVI, TGI and VARI) derived from Sentinel 2 (S2) images for winter wheat and winter rape and crop yield (at 5% significance level)

<table>
<thead>
<tr>
<th>Date</th>
<th>Winter wheat</th>
<th>Winter rape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor</td>
<td>NDVI S2</td>
<td>GNDVI S2</td>
</tr>
<tr>
<td>4 April – S2 images</td>
<td>-0.21</td>
<td>-0.25</td>
</tr>
<tr>
<td>12 April</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFR</td>
<td>-0.19</td>
<td>-0.21</td>
</tr>
<tr>
<td>NDGI N-Sensor</td>
<td>0.47</td>
<td>0.50</td>
</tr>
<tr>
<td>NDVI GSK</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TGI UAV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19 April – S2 images</td>
<td>-0.02</td>
<td>-0.03</td>
</tr>
<tr>
<td>12 April</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFR</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>NDGI N-Sensor</td>
<td>0.29</td>
<td>0.31</td>
</tr>
<tr>
<td>NDVI GSK</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TGI UAV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24 April – S2 images</td>
<td>-0.09</td>
<td>-0.07</td>
</tr>
<tr>
<td>1 May</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFR</td>
<td>-0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>NDGI N-Sensor</td>
<td>0.19</td>
<td>0.17</td>
</tr>
<tr>
<td>NDVI GSK</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Yield</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6 described the coefficients of correlation between selected handheld sensors and UAV images, and spectral indices (NDVI, GNDVI, TGI) calculated from Sentinel 2 images. The dependences between selected variables were relatively low. Nevertheless, more significant correlations (R = 0.47/0.50 – NDVI /GNDVI for winter wheat; 0.52/0.53 NDVI/GNDVI for winter rape on 12 April vs. 4 April) were found between NDVI measured with GreenSeeker and indices derived from Sentinel 2. Similarly, higher correlations between NDVI measured by GreenSeeker on 30 June and Sentinel 2 spectral indices (28 June) derived for poppy are given in Table 7. Significantly higher correlations (around the R values of 0.6 for NDVI and GNDVI; and around 0.46 R value
for TGI) between spectral indices calculated from UAV images (from 17 June) and Sentinel 2 images (13 June) are given in Table 7 as well. Comparison between last satellite images (see Fig. 3) and crop yield are given in Table 6 for winter wheat and winter rape, and Table 7 for poppy.

Table 7. Coefficients of correlation between handheld sensors and UAV images used in this study and spectral indices derived from Sentinel 2 (S2) images for poppy and crop yield (at 5% significance level)

<table>
<thead>
<tr>
<th>Date</th>
<th>Sensor</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Poppy</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NDVI S2</td>
<td>GNDVI S2</td>
<td>TGI S2</td>
</tr>
<tr>
<td>13 June</td>
<td>GLI UAV</td>
<td>0.61</td>
<td>0.57</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.64</td>
<td>0.61</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.63</td>
<td>0.59</td>
<td>0.47</td>
</tr>
<tr>
<td>28 June</td>
<td>NDVI GSK</td>
<td>0.47</td>
<td>0.31</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>Yield</td>
<td>0.62</td>
<td>0.54</td>
<td>0.58</td>
</tr>
</tbody>
</table>

These results showed that normalised indices calculated from UAV images could suitably complement the time series of satellite images, if any are missing, for example due to cloud cover. This statement is in accordance with study of Cuch-Padin et al. (2019). They tested usability of agricultural UAV based remote sensing methods to increasing productivity with high-quality multispectral camera and open-access software. Their study proved high usability and higher accuracy of UAV images than satellite images from Sentinel 2. The development of high-precision agricultural techniques has been observed for at least two decades (e.g. Moran et al., 1997). However, our results show that even low-cost cameras can be useful for crop scanning.

Hunt et al. (2005), Lelong et al. (2008), Sakamoto et al. (2011), Lebourgeois et al. (2012) wrote in their studies about UAV’s with multispectral camera, that can be quickly deployed to acquire data. Because of agricultural purposes, data from UAV had to be processed quickly for providing recommendations. These findings are supported by our
research. Based on our measurements during season, we found UAV with multispectral camera as a good source of data to assess the health of the crop and crop predict yield as well. Compared to data collection from Sentinel 2, we are able to obtain data with higher spatial resolution without the risk of cloudy. On the other hand our results are similar as conclusion by Hunt & Stern (2019) that RGB spectral indices (TGI and VARI) derived from UAV camera are crucial dependent on lighting conditions. Barbosa et al. (2019) confirmed the dependence of scanned vegetation on light conditions as well.

Handheld devices like GreenSeeker, Chlorophyllmeter or N-sensor can be useful especially for quickly determining the current state of the crops at selected locations. Because of in-situ measurements, it is hard to select the representative leaf for measurements. Kumhálová & Matějková (2017) used in their study GreenSeeker to find out the usability of this handheld crop sensor for estimation of winter barley crop condition and yield. They presented that GreenSeeker handheld crop sensor is not suitable for large area of crops estimation due to point measurement. Our results are in accordance with theirs.

On the other hand our results confirm the usability of UAV with multispectral camera to evaluate and predict the yield. The results also show a more suitable use of the TGI index to cereals and poppy than winter rape. Domínguez et al. (2017) found, that NDVI are more accuracy to cereals than winter rape as well. It can be caused by different canopy and leaves structure of agricultural crops of different family (in our case Poacea, Brassicaceae and Papaveraceae). Jelinek et al. (2019) found it, that according to Sentinel 2 image to estimate crop structure from 96% for winter wheat. Hunt et al. (2013) researched topic of a visible spectrum band indices. They described TGI as a significant spectral index for crop evaluation. This theory has also been confirmed by our research, primarily for winter wheat and poppy than winter rape. Broge & Leblanc (2000) compared TGI index and canopy reflectance and their results indicated strong correlation, mainly for NDVI, SAVI indices. Although Masoni et al. (1996) found, that high TGI index may be a symptom of other problems. These conclusions are mostly in accordance with ours. Among other crops, our study focused on poppy monitoring as a crop that is relatively commonly cultivated in the Czech Republic, especially for the food or technical purposes, but at the same time it is not allowed worldwide for legislative reasons. Our study can be useful for agricultural practice. Nevertheless next year of poppy monitoring could be useful for making our results more significant.

ACKNOWLEDGEMENTS. The authors wish to deep thank the farmers in Agricultural Company Lupofyt for their time, inputs data and provided experimental fields.

CONCLUSIONS

Our research showed solution with the use of visible spectral indices (GLI, TGI and VARI) derived not only from Sentinel 2 images, but from UAVs with common used multispectral or low-cost RGB camera as well. Nevertheless the highest coefficient of correlation between TGI index and NDVI derived from Sentinel 2 images is for poppy in average 0.69, with the maximum of 0.85. This points to the use of the TGI index in case of poppy as an alternative to NDVI when only common RGB camera is available. Generally, the results showed potential in UAV data collection as provide high spatial resolution, lower weather independence and select the best term of imaging. The devices
used in this study need to be more used and proved in selected terms during the crop growth in the future.
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The effect of nitrogen fertilization on root characteristics of *Camelina sativa* L. in greenhouse pots
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**Abstract.** Climate change has made mandatory the introduction of new crops in Greece, such as the cultivation of camelina (*Camelina sativa* (L.) Crantz). Nitrogen (N) and the development of root system are two important factors affecting crop growth and yield. Camelina has been studied mainly for its composition and oil. In the present study, root development of camelina crop was thoroughly investigated; mainly in terms of Nitrogen fertilization. Therefore, a camelina greenhouse experiment was established in Western Greece, in the region of Agrinio, in March 2019 in completely randomized design with four treatments, (control 0 ppm N, 30 ppm N, 60, ppm N and 90 ppm N). The N rates had statistically significant affected root density and root surface from 40 to 120 days after treatment (DAT) with highest values at 100 DAT and 90 ppm N, 52.54 cm of root 100 cm³ and 27.59 cm² of root 100 cm³, respectively. The root volume was significantly affected by N fertilizer from 40 to 100 DAT and highest value was 13.18 cm³ of root 100 cm³ soil in the 90 ppm at 120 DAT. The plant leaf area was significantly affected by the highest rate of N. Yield per plant had not statistically significant difference with the 60 and with the 90 and highest weight per plant 292.25 g plant⁻¹ in 90 ppm. In conclusion, N fertilization significantly affected growth or camelina’s root system after 40 DAT. Plant growth was significantly affected by fertilization and the highest yield and 1,000 seed weight were recorded with the highest amount of N.

**Key words:** camelina, N rates fertilizer, root system, thousand-seed weight, yield.

**Abbreviations:** N Nitrogen; DAT Days After Transplanting.

**INTRODUCTION**

Camelina (*Camelina sativa* (L.) Crantz) belongs to the family Brassicaceae and has many benefits, environmental, industrial, as well as nutritional, since seed oil has a unique profile of fatty acid (Angelopoulou et al., 2019). A direct result of climate change is the change of temperatures that offer alternative cultivation zones and allow in Greece the introduction of new species (Bilalis et al., 2017). *Camelina sativa* is well-adapted to semi-arid region and grown for its seed and oil (Obour et al., 2015). Camelina oil is rich in fatty acid with high levels of alpha-linolenic acid and linoleic acid (Toncea et al.,
Also, in many areas it is used as a raw material for biofuels due to the great potential for plant mass growth (Solis et al., 2013). It is an alternative plant for biofuel production with significant economic and environmental impact, mainly in areas where corn and soybeans are grown. In these areas, camelina is a great option to increase biodiversity, while at the same time, prevents weed expansion and limits pathogenic weed cycles (Johnson & Gesch, 2013). The environmental impact of camelina cultivation is also characterized by the fact that camellia oil used as jet fuel has low emissions (Shonnard et al., 2010). In the past, it was an important oil crop, while today has additional characteristics such as low weed management need and low soil tillage requirements (Bilalis et al., 2017).

Although camelina is a non-legume plant and has high need of N, while compared with other oil plants, camelina is a crop that does not need high inputs (Dobre & Jurcoane, 2011; Gao et al., 2018). According Francis & Warwick (2009) important factors that influence the yield of camelina are sowing density and available nutrients. The application of N fertilizer significantly increases the yield (Solis et al., 2013; WysockI et al., 2013) and plant growth (Dobre et al., 2014). The different fertilization in camelina result in different quality of feed (Henriksen et al., 2009). Additionally, the oil content decreased with the increase of the N rate (Solis et al., 2013). However, there is a great variability in the effect of N fertilization on yields and oil quality depending on climatic and soil conditions. (Malhi et al., 2014). The N rate should not be excessive because it can have negative effects. A negative effect of N fertilization is the reduction of crop productivity (Johnson & Gesch, 2013). Johnson & Gesch (2013) regarding its use as biodiesel. In this aspect fertilization should not exceed 800 kg ha⁻¹. In organic farming, the yield of camelina cultivation was higher with compost addition, followed by inorganic fertilization (Bilalis et al., 2017). In another oil crop such as linseed cultivation, there was a high correlation between oil content and seed yield (Bilalis et al., 2010).

The plant’s ability to absorb nutrients is directly related to the development of the root system especially in dry thermal conditions (Sidiras et al., 2001; Anderson et al. 2012). In safflower crop the linoleic acid and fatty acids contents were reduced to dry conditions (Ashrafi & Razmjoo, 2010). Therefore, in order to ensure the quality of the oil, the root system plays a primary role, and with the appropriate agricultural practices it has the highest density and absorbs more nutrients. In corn cultivation the N fertilization increased the length of the root while the weight of the root decreased with the increase of N rate (Durieux et al., 1994). The applied N has positive significant affected the ratio shoot/root of camelina, even in dry conditions camelina has the root mechanisms to use N (Gao et al., 2018).

While camellia is considered a low-input plant, the exact amount of fertilizer that gives the best yield has not been determined. Also, since the literature shows great variability in yields depending on the climatic conditions of each region, there is a knowledge gap for implementing its cultivation in Greece. The objective of this study was to identify the effect of different nitrogen amounts on the development of the root system, growth of the aboveground part of the plant and seed yield. Our hypothesis is that different levels of nitrogen fertilization, influence the growth of the root system of camelina plants.
MATERIALS AND METHODS

Experimental Design
A camelina greenhouse experiment (*Camelina sativa* L.) was set up in Western Greece, in the region of Agrinio, in March 2019. The cultivated variety was Calena, produced by Saatbau Linz in Austria. The experiment followed a completely randomized design (CRD), with four treatments, different amounts of added nitrogen (control 0 ppm N, 30 ppm N, 60 ppm N and 90 ppm N). The fertilizer applied was potassium nitrate, KNO₃, 13% N and 46% K. In the control treatment 0 g KNO₃ (without fertilizer) were added, in the 30 ppm N treatment, 3.655 g KNO₃ were added, in 60 ppm N, 7.311 g KNO₃ and in 90 ppm N, 10.966 g KNO₃. The quantity of K that was changing was not taken into account why K fertilization does not have a direct effect on a small biological life plant cycle and the release of potassium ions often takes place over a long period of time as opposed to nitrates (Thorne, 1954).

A total of 320 pots, 20 pots per treatment and 80 pots per replicate were used. The capacity of the pots was 12 L. They were filled with 8 L of soil and 4 L of compost (natural product of aerobic degradation of See weed *Posidonia oceanica*). Nitrogen content of compost 2%. The soil was clay loam (CL) with pH 6.72, organic matter 2.17%, total nitrogen 0.1125%, N-NO₃ 10 ppm and 12 ppm N-NH₄, 18% CaCO₃, and a good supply of available phosphorus (P-Olsen 48 ppm) and potassium (335 ppm) The greenhouse conditions remained the same for all pots (temperatures, sunshine and water). Irrigation rate was 8 times of 0.5 L during the camelina life cycle.

So that all plants have the same biological life cycle and the same time point of emergence seedlings were prepared. The growth of seedlings was done in a seedbed with the method of the floating system, where the germination of the seeds as well as the growth of the plants took place. Large water tanks were created, in which the discs were placed. The discs contained plant substrate. The plants remained there until they reached a height of 5 cm. The plants were then transplanted into pots., one plant per pot.

Measurements
The measurements were performed in different days after transplanting (DAT). Root characteristics (root density, root surface and root volume) and plants agronomic characteristics (height, seed yield, leaf area and 1,000 seed weight) were measured.

Regarding the root measurements, the samples were collected in 6 different DAT (20, 40, 60, 80, 100 and 120 DAT) 2 samples per treatment. There were washed over a 5 mm mesh sieve. Also there was used a formalin/acetic acid/alcohol (FAA) staining solution. Root density (cm of root 100 cm⁻³ soil), root surface (cm² of root 100 cm⁻³ soil), as well as root volume (cm³ of root 100 cm⁻³ soil) were determined in millimeters using a high resolution scanner, using DT-software (Delta-T Scan version 2.04; Delta Devices Ltd, Burwell, Cambridge, UK) (Bilalis et al., 2012).

In terms of plant characteristics, plant height (cm), was measured in 100 DAT. At the end of the experiment, 120 DAT, there were measured the plantseed yield (g), the leaf area (cm² plant⁻¹) and the 1,000 seed weight (g). The leaf area was determined in 100 DAT, by the use of an automatic leaf area meter (Delta-T Devices Ltd., Burwell, Cambridge, UK).
Statistical Analysis

The experimental data analysis was conducted using the software Statistica (StatSoft, 1996), according to the completely randomized design. Differences among the means were compared using the Least Significant Difference (LSD) test, at the 5% level of significance ($P \leq 0.05$). The tests of correlation coefficients and linear regression by Statistica software were set at two levels with significance ($\alpha = 0.05$) and remarkable significance ($\alpha = 0.01$).

RESULTS

In Fig. 1, the changes in the root density are presented. The nitrogen treatments had statistically significant difference between them, from 40 to 120 DAT. At 20 DAT no treatment was statistically significant. The 0 ppm treatment had the lowest value of root density, in all measurements from the 20 DAT to 120 DAT and the 90 ppm had the highest value from the first measurement to the last (Fig. 1). At 80 DAT, at the 0 ppm treatment, the root density was 32.82 cm of root 100 cm$^{-3}$, in the 30 ppm was 39.77 cm of root 100 cm$^{-3}$, in the 60 ppm was 45.82 cm of root 100 cm$^{-3}$ and in the 90 ppm was 51.58 cm of root 100 cm$^{-3}$. At 100 DAT the highest value was recorded, which was 52.54 cm of root 100 cm$^{-3}$ soil in the 90 ppm and the lowest was 12.85 cm of root 100 cm$^{-3}$ in the 0 ppm treatment at 40 DAT. Up to 100 DAT there was an increase in root density, but at 120 DAT there was a small decrease in all treatments (Fig. 1).

![Figure 1. Changes in root density (affected by different nitrogen levels) in different Days After Transplanting (DAT) (‘ns’: not statistically significant at $P = 0.05$).](image)

Moreover, in Fig. 2, at 20 DAT none treatment were statistically significant, concerning the root surface. From 40 DAT to 120 DAT, all treatment had statistically significant difference between them. At 120 DAT there was a declining trend at all levels of nitrogen. The 0 ppm had the lowest values in all Days After Transplanting. On the other hand, the 90 ppm had the highest values in all Days After Transplanting.
The values ranged from 6.85 to 27.59 cm² of root 100 cm⁻³ soil. The highest value was 27.59 cm² of root 100 cm⁻³ soil at 100 DAT, in the 90 ppm and the lowest was 6.85 cm² of root 100 cm⁻³ soil at 40 DAT, in the 0 ppm (Fig. 2). Also, in the root surface and in the root density the same path is presented in the different DAT, increasing trend from 20 DAT to 100 DAT and in 120 DAT there is a decrease in all treatments.

**Figure 2.** Changes in root surface (affected by different nitrogen levels) in different Days After Transplanting (DAT) ('ns': not statistically significant at $P = 0.05$).

Furthermore, in root volume changes, which are shown in the Fig. 3, at 20 DAT no treatment was statistically significant. From the 40 DAT to 100 DAT all nitrogen levels had statistically significant difference between them. At 120 DAT the 60 ppm had not statistically significant differences with the 90 ppm. The lowest value was 3.12 cm³ of root 100 cm⁻³ soil in the 0 ppm and the highest was 13.18 cm³ of root 100 cm⁻³ soil in the 90 ppm at 120 DAT. Compared to the other measurements of the root system, the
growth trend continues up to 120 DAT. The largest increase was observed from 40 DAT to 80 DAT (Fig. 3). At 40 DAT the values were, in 0 ppm 3.12 m³ of root 100 cm² soil, in 30 ppm 3.86 m³ of root 100 cm² soil, in 60 ppm 4.50 m³ of root 100 cm² soil and in 90 ppm 4.99 m³ of root 100 cm² soil. At 80 DAT the values were, in 0 ppm 8.45 m³ of root 100 cm² soil, in 30 ppm 9.67 m³ of root 100 cm² soil, in 60 ppm 11.47 m³ of root 100 cm² soil and in the 90 ppm 12.63 m³ of root 100 cm² soil (Fig. 3).

Also, in the plant height the values ranged from 57 to 72.75 cm. All treatments had statistically significant differences between them. The highest value was 72.75 cm in the 90 ppm and the lowest was 57 in the 0 ppm (Table 1). In the leaf area, the 30 ppm had not statistically significant differences with the 0 ppm and with the 60 ppm. The lowest value was 1.41 cm² plant⁻¹ in the 0 ppm and the highest was 2.26 cm² plant⁻¹ in the 90 ppm. Moreover, the yield per plant of the 30 ppm had not statistically significant differences to the 60 ppm and to the 90 ppm. The highest value was 292.25 g per plant in the 90 ppm and the lowest was 169.50 g per plant in the 0 ppm (Table 1). In the 1,000 seed weight measurement, all treatments had statistically significant differences between them. The values ranged from 1.29 g in the 0 ppm and the highest was 1.66 g in the 90 ppm.

### DISCUSSION

It is known that the development of the root system is affected by the availability of nutrients (Drew, 1975). According to Pavlista et al. (2012), who studied camelina and two other crops, the fertilization as well as irrigation are critical factors for the first six weeks of root growth. This is also shown in the figures above, as there was an almost linear increase in all root characteristics during the first 40 DAT (Fig. 1, Fig. 2, and Fig. 3). In addition, there was positive correlation between the roots with the agronomic characteristics (Table 2). More specifically, the root density was positively correlated with the plant height, the yield, the leaf area and with the 1,000 seed weight \( (r = 0.94, P < 0.001; r = 0.90, P < 0.001; r = 0.91, P < 0.001 and r = 0.92, P < 0.001 \text{ respectively}) \). (Table 2). In several studies was reported that higher plant growth and yield were related with root system characteristics (Vamerali et al., 2000; Den Herder et al., 2010).

Moreover, there was positive correlation between the root characteristic. Thus root density was positively correlated with root surface \( (r = 0.98, P < 0.001) \) and with root volume \( (r = 0.94, P < 0.001) \), while root volume was positively correlated with the root surface \( (r = 0.94, P < 0.001) \) (Table 2). The different amounts of N application significantly affected the development of roots, in accordance with several studies who

### Table 1. The agronomic characteristics as affected by different nitrogen levels

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Plant height (cm)</th>
<th>Leaf area (cm² plant⁻¹)</th>
<th>Yield (g plant⁻¹)</th>
<th>1,000 seed weight (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ppm</td>
<td>57.00ᵃ</td>
<td>1.41ᵃ</td>
<td>169.50ᵃ</td>
<td>1.29ᵃ</td>
</tr>
<tr>
<td>30 ppm</td>
<td>63.00ᵇ</td>
<td>1.92ᵇ</td>
<td>208.75ᵇ</td>
<td>1.36ᵇ</td>
</tr>
<tr>
<td>60 ppm</td>
<td>66.50ᶜ</td>
<td>2.12ᵇ</td>
<td>231.00ᵇ</td>
<td>1.48ᶜ</td>
</tr>
<tr>
<td>90 ppm</td>
<td>72.75ᵈ</td>
<td>2.26ᵈ</td>
<td>292.25ᵈ</td>
<td>1.66ᵈ</td>
</tr>
</tbody>
</table>

\( F_{ppm} = 74.16*** 25.25*** 66.57*** 141.75*** \)

*F-test ratios are from ANOVA. Different letters within a column indicate significant differences according to LSD \( (P = 0.05) \). Significance levels: * \( P < 0.05 \); ** \( P < 0.01 \); *** \( P < 0.001 \); ns, not significant \( (p > 0.05) \). 
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observed that the variation in nitrogen supply leads to differences in root development (Tausz et al., 2017).

**Table 2.** Correlation matrix between root and agronomic characteristics

<table>
<thead>
<tr>
<th></th>
<th>Root density 120 DAT</th>
<th>Root surface 120 DAT</th>
<th>Root volume 120 DAT</th>
<th>Plant Height</th>
<th>Yield</th>
<th>Leaf area per plant</th>
<th>1,000 seed weigh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root density 120 DAT</td>
<td>1</td>
<td>0.98***</td>
<td>0.94***</td>
<td>0.95***</td>
<td>0.90***</td>
<td>0.91***</td>
<td>0.92***</td>
</tr>
<tr>
<td>Root density 120 DAT</td>
<td>0.98***</td>
<td>1</td>
<td>0.94***</td>
<td>0.93***</td>
<td>0.87***</td>
<td>0.94***</td>
<td>0.95***</td>
</tr>
<tr>
<td>Root density 120 DAT</td>
<td>0.94***</td>
<td>0.94***</td>
<td>1</td>
<td>0.89***</td>
<td>0.86***</td>
<td>0.85***</td>
<td>0.88***</td>
</tr>
<tr>
<td>Plant height</td>
<td>0.95***</td>
<td>0.93***</td>
<td>0.89***</td>
<td>1</td>
<td>0.89***</td>
<td>0.80***</td>
<td>0.90***</td>
</tr>
<tr>
<td>Yield</td>
<td>0.90***</td>
<td>0.87***</td>
<td>0.86***</td>
<td>0.89***</td>
<td>1</td>
<td>0.77***</td>
<td>0.85***</td>
</tr>
<tr>
<td>Leaf area per plant</td>
<td>0.91***</td>
<td>0.94***</td>
<td>0.85***</td>
<td>0.80***</td>
<td>0.77***</td>
<td>1</td>
<td>0.92***</td>
</tr>
<tr>
<td>1,000 seed weigh</td>
<td>0.92***</td>
<td>0.95***</td>
<td>0.88***</td>
<td>0.90***</td>
<td>0.85***</td>
<td>0.92***</td>
<td>1</td>
</tr>
</tbody>
</table>

Significance levels: *\( P < 0.05 \); **\( P < 0.01 \); ***\( P < 0.001 \); ns, not significant \( P > 0.05 \).

Urbaniak et al. (2007), reported that the plant height of the camelina increased as the applied dose of nitrogen fertilizer increased. Similar results were obtained in our study where the highest plant height was recorded in the higher amounts of nitrogen. Furthermore, Johnson & Gesch (2013) presented in their study that different nitrogen levels had no effect on the photosynthetic capacity of the leaves. On the other hand, Field & Mooney (1986); Pan et al. (2011) emphasized that as nitrogen levels increased, resulted in greater leaf area, leaf N, as well as increased leaves photosynthetic capacity. Also, Karydogianni et al. (2020) reported that the effect of nitrogen on canopy photosynthesis was due to the effect of nitrogen on the production of the leaf area as well as on light interception. In our study, the leaf area increased as the applied dose of nitrogen increased.

In addition, the yield per plant increased with increased rate of nitrogen fertilizer. Czarnik et al. (2017), reported that increasing nitrogen fertilization significantly increases the number of silicles per plant, as well as the number of seeds per silicles. Henriksen et al. (2009), said that the camelina showed an increase in yield at 40 kg N ha\(^{-1}\) compared to the control. Czarnik et al. (2017), demonstrated that the 1,000 seeds weight increased significantly as the nitrogen applied to the fertilizer increased. Similar results were presented in our study, where at 90 ppm the largest weight of 1,000 seeds was recorded. The yield per plant had a positive correlation with the plant height \( (r = 0.89, P < 0.001) \) as well as with the weight of 1,000 seeds \( (r = 0.85, P < 0.001) \), (Table 2).

**CONCLUSION**

In conclusion, the different levels of nitrogen fertilization, influenced the growth of the root system, as well as the agronomic characteristics of the camelina plant. More specifically, at the level of 90 ppm nitrogen, the highest growth rates were recorded for
the characteristics of the root such as root density, as well as in the agronomic characteristics such as the yield per plant. Also in the measurements of the root system at 100 DAT the maximum growth was presented.

REFERENCES


Electric infrared heating panels as an alternative source of heating for greenhouses

P. Kic

Czech University of Life Sciences Prague, Faculty of Engineering, Department of Technological Equipment of Buildings, Kamycka 129, CZ165 21 Praha 6, Czech Republic
Correspondence: kic@tf.czu.cz

Abstract. The aim of this article is to show the possibilities of supplementary heating of greenhouses. There was used for this research an electric infrared heating panel ITA 700. The average total power was 630.8 W in laboratory measurements, of which 504.3 W has been transferred by the front part of the panel, of which 267.2 W has been transmitted by radiation. The total radiation efficiency of the front part was 42.4%. Similar measurements have been carried out in an experimental greenhouse (length 24 m, width 3.5 m). Approximately 448 W of average total power 603.7 W has been transferred by the front part of the panel, of which 159 W has been transferred by radiation. The total radiation efficiency of the front part was 26.3%. Differences between measured surface temperatures confirmed the influence of panel radiation on the flower bed. The average temperature in the soil (9 °C) shows that the influence of heating is mainly on the surface of the flower bed, where it could protect cultivated plants during the lowest temperature period. The obtained results can be useful for choosing suitable panel parameters for the placement in small horticultural or hobby greenhouse.
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INTRODUCTION

The aim of this article is to show the possibilities of supplementary heating of greenhouses. Construction, calculation and design of heating systems in large scale greenhouses are well described and studied in special publications e.g. Has, 2004; Pokluda & Kobza, 2011. The heating systems (hot water, electricity or gas) recommended for large scale greenhouses are usually very sophisticated, but very expensive and they are supposed to be used permanently during the long period e.g. in the Czech Republic (autumn, winter and spring). Considerable attention is paid to the construction of greenhouses in terms of the use of progressive techniques (Avotins et al., 2018; Hart & Hartova, 2018).

There are also used some simple constructions of greenhouses (mostly made from plastics) used in many parts of the world. Constructions of these greenhouses are well described in (Cermeno, 2002). There is no supposed heating. Small greenhouses, which are used for growing seedlings, vegetables, flowers and other plants in the cold season unsuitable for growing in free garden, are usually without heating. These greenhouses, unlike large commercial greenhouses, are not equipped with a conventional overhead or
underground heating system. A drop of outdoor air temperature and insufficient solar radiation e.g. in night, can cause plant destruction (spring frosts). That is the reason why some scientific publications are focused on this issue. E.g. (Anifantis et al., 2017) carried out an assessment of thermal energy with the use of small scale photovoltaic, hydrogen and geothermal stand-alone system for greenhouse heating.

The influence of heating systems on greenhouse microclimate for low-cost, plastic covered greenhouses is studied in (Tadj et al., 2014) as it greatly influences crop growth and development. It is focused on heating pipes and air heater. In conclusion, it is stated that precise evaluation of the behaviour of heating equipment in a greenhouse is necessary.

One of solutions for heating in the critical period is the use of electric infrared heating panels. Infrared emitters have considerable applications in many sectors (Bulgakov et al., 2014). Unlike conventional convection heating panels, which first heat the air and thus a lot of energy escapes (heat losses) through the surrounding walls, the electric infrared heating panels transfer part of energy from their surface in the form of radiation, i.e. directly on the plants and soil. This makes more efficient use of input power. The research work focused on the theory and construction of the electric heating panel is described in Greppi & Fabbri (2017). Unlike electric heating cables, which must be in the soil, these panels are easy to install.

This research is focused on the verification of the function of electrical infrared low-temperature panels in laboratory conditions and in an experimental greenhouse. The energy transfer and influence on the soil surface has been studied in real conditions.

**MATERIALS AND METHODS**

There was used for this research an electric infrared heating panel ITA 700 with rated power 680 to 730 W, which is recommended to install on the wall or ceiling. The front part of the panel which is the principal source of heat transmission has surface area $S_F = 0.75$ m$^2$ and the back part together with side parts ($S_O = 0.85$ m$^2$) are insulated and covered with the aim to reduce the heat transfer through these parts. The panel was set at an angle of 75° to the floor during the measurements.

This paper includes the results of two types of experiments. There were carried out laboratory experiments inside the Faculty of Engineering, which enabled to install heating panel and all instruments together for long distance measurement on the floor. The aim was to find out properties of heating panel in protected laboratory conditions with average indoor temperature about 22 °C and relative humidity approximately 26%.

Similar measurements have been carried out in an experimental greenhouse (length 24 m, width 3.5 m and height 2.22 m) at outside air temperature about -2 °C, relative humidity approximately 65% and a solar radiation 520 W m$^{-2}$. This greenhouse is not equipped with any heating system.

**Instrumentation**

Air temperatures and relative humidity were measured by data loggers ZTH65 with registration at 1- minute intervals. Parameters of ZTH65 are: temperature operative range −30 to +70 °C with accuracy ± 0.4 °C and operative range of relative humidity 5–95% with accuracy ± 2.5%.
The surface temperatures of tested infrared heating panel were measured by special surface infra sensor FIA 260-MV with temperature operative range -18 to 260 °C with accuracy ± 0.1 K. The surface temperatures in some specific places were measured by special surface sensor S 106 9R (NiCr-Ni, with adapter G017R) connected to the instrument THERM 2253-2 (Ahlborn GmbH, Germany) for contact temperature measurement. This instrument was used also with sensor for air temperature measurement AMR TK 127 10R. This instrument and sensors can be used in operative range from −100 to 1,370 °C, with display resolution 0.1 °C and with accuracy ± 1% from the measured value.

There were installed during the measurements surface thermocouples NiCr-Ni (type K) in operative range from −50 to +200 °C, with display resolution 0.1 °C and with accuracy ± 1% from the measured value.

Temperatures of the soil in the greenhouse were measured by the thermocouples NiCr-Ni (type K) in operative range from −25 to +400 °C, with display resolution 0.1 °C and with accuracy ± 1% from the measured value, completed by the compensation line NiCr-Ni in operative range from −10 to +105 °C in the length installed according to the needs of measurements.

The heat flux density on the rear part of the panel was measured by special heat flux sensor FQA018C (Ahlborn GmbH, Germany) which has dimensions 120×120×1.5 mm. It is made from epoxy resin with the resistance to 80 °C and calibration constant 9.69 W m⁻² mV⁻¹ and relative measurement uncertainty 5%.

Temperature and humidity of surrounding air has been measured by sensor FHA 646-21 including temperature sensor NTC type N with operative range from −30 to +100 °C with accuracy ±0.1 °C, and air humidity by capacitive sensor with operative range from 5 to 98% with accuracy ±2%. All measured data were stored at 1-minute intervals to measuring instruments ALMEMO 2590-9 and ALMEMO 2690.

The measurement results were processed by Excel software and some of results were verified by statistical software Statistica 12 (ANOVA and TUKEY HSD Test).

**Theory and modelling**

To evaluate the function and efficiency of the panel, it is necessary to assess its energy balance (Eq. 1), expressing the total power consumption of panel P:

\[
P = P_C + P_R
\]

where \( P \) – total power consumption (W); \( P_C \) – power (heat) transmitted by convection (W); \( P_R \) – power (heat) transmitted by radiation (W).

Radiation heat transfer follows Newton-Richman law, Eq. (2). Basic principles and equations are described in many publications focusing on heat transfer, e.g. Sazima et al., 1989; Szekyova et al., 2006, which creates a theoretical background described in the next part of this article.

\[
P_C = \alpha \cdot S \cdot \Delta t
\]

where \( \alpha \) – heat transfer coefficient (W m⁻² K⁻¹); \( S \) – convective heat-transmitting surface (m²); \( \Delta t \) – temperature difference between the panel surface and ambient air (K).
The heat transfer coefficient $\alpha$ depends on the Nusselt criterion $Nu$ according to Eq. (3):

$$\alpha = \frac{Nu \cdot \lambda}{L}$$

where $Nu$ – Nusselt number; $\lambda$ – coefficient of thermal conductivity of air (W m$^{-1}$ K$^{-1}$); $L$ – characteristic dimension (height) of the panel (m).

For the vertical or inclined planar surface of the panel, $Nu$ is determined by Eq. (4) depending on the Rayleigh's criterion $Ry$.

$$Nu = C \cdot Ry^n$$

where $C$ – constant which depends on $Ry$; $Ry$ – Rayleigh's criterion; $n$ – exponent which depends on $Ry$.

The Rayleigh's criterion $Ry$ is determined according to Eq. (5):

$$Ry = \frac{g \cdot \beta \cdot \Delta t \cdot L^3}{\nu \cdot a}$$

where $g$ – gravitational acceleration (m s$^{-2}$); $\beta$ – expansion coefficient (K$^{-1}$); $\nu$ – kinematic viscosity of air (m$^2$ s$^{-1}$); $a$ – coefficient of thermal diffusivity of the air (m$^2$ s$^{-1}$).

The expansion coefficient $\beta$ is expressed by Eq. (6):

$$\beta = t_m^{-1}$$

where $t_m$ – characteristic temperature (K).

$$t_m = \frac{1}{2} (t_P - t_a)$$

where $t_P$ – surface temperature (°C); $t_a$ – air temperature (°C).

The total power transmitted by the panel can be divided into power $P_F$ transferred by the front part of the panel and power $P_O$ transferred by the other parts (back and side).

$$P = P_F + P_O$$

where $P_F$ – power transferred by the front part of the panel (W); $P_O$ – power transferred by the other parts of the panel (W).

The power transfer efficiency $\eta_F$ of the front part of the panel is calculated according to Eq. (9):

$$\eta_F = \frac{P_F}{P} \cdot 100$$

where $\eta_F$ – power transfer efficiency of the front part of the panel (%).

The efficiency of power transfer by radiation of the front part $\eta_{FR}$ is calculated according to Eq. (10):

$$\eta_{FR} = \frac{P_{FR}}{P} \cdot 100$$

where $\eta_{FR}$ – power transfer efficiency by radiation of the front part of the panel (%); $P_{FR}$ – power transferred by radiation of the front part of the panel (W).
RESULTS AND DISCUSSION

Main parameters measured in laboratory and greenhouse experiments are given in Tables 1, 2 and 3. The data are the mean values ± SD (standard deviation). Total power consumption $P$ was lower than was the nominal information. As results of the surface insulation of back and side parts of the heating panel ($S_O = 0.85 \text{ m}^2$) the power transferred through these parts $P_O = 126.5 \text{ W}$ is not too big and the power transfer efficiency of the front part ($S_F = 0.75 \text{ m}^2$) of the panel is rather high, in the laboratory $\eta_F = 80\%$, in the greenhouse $P_O = 155.7 \text{ W}$ and $\eta_F = 74.2\%$.

Table 1. Results of power (W) and power transfer efficiency (%) (average and standard deviation) measured and calculated in the laboratory and experimental greenhouse

<table>
<thead>
<tr>
<th>Experiments in</th>
<th>$P \pm SD$</th>
<th>$P_O \pm SD$</th>
<th>$P_F \pm SD$</th>
<th>$\eta_F \pm SD$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laboratory</td>
<td>630.8 ± 1</td>
<td>126.5 ± 42.6</td>
<td>504.3 ± 42</td>
<td>80.0 ± 6.7</td>
</tr>
<tr>
<td>Greenhouse</td>
<td>603.7 ± 6</td>
<td>155.7 ± 20.5</td>
<td>448.0 ± 23.7</td>
<td>74.2 ± 3.4</td>
</tr>
</tbody>
</table>

SD – standard deviation.

Table 2 presents main results calculated for the power convection of the front part of the radiant heating panel. Final results of power calculation of the front part of the radiant heating panel in the laboratory and greenhouse experiments are presented in Table 3.

Table 2. Results of Nusselt criterion $Nu$, Rayleigh criterion $Ry$ and heat transfer coefficient $\alpha$ (average and standard deviation) of the front part of the radiant heating panel calculated in the laboratory and greenhouse experiments

<table>
<thead>
<tr>
<th>Experiments in</th>
<th>$Ry \pm SD$</th>
<th>$Nu \pm SD$</th>
<th>$\alpha \pm SD$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laboratory</td>
<td>$7.83 \times 10^9 \pm 2.7 \times 10^9$</td>
<td>$256.5 \pm 45.1$</td>
<td>$5.57 \pm 1$</td>
</tr>
<tr>
<td>Greenhouse</td>
<td>$9.27 \times 10^9 \pm 1.1 \times 10^9$</td>
<td>$278.1 \pm 18.6$</td>
<td>$6.04 \pm 0.4$</td>
</tr>
</tbody>
</table>

SD – standard deviation.

The average total power consumption was 630.8 W in laboratory measurements, of which 20% has been transferred by the rear part of the panel and the remaining 504.3 W has been transferred by the front part of the panel. It has been transmitted 237.1 W by convection to the ambient air and 267.2 W by radiation mainly to the floor.

Similar measurements carried out in an experimental greenhouse show that approximately 25.8% of average total power 603.7 W has been transferred by rear and side panel parts, and remaining 448 W has been transferred by the front part of the panel. It has been transferred by convection 289 W to ambient air and 159 W by radiation mainly to the soil surface.

Table 3. Results of power and power transfer efficiency (average and standard deviation) of the front part of the radiant heating panel calculated in laboratory and greenhouse experiments

<table>
<thead>
<tr>
<th>Experiments in</th>
<th>$P_{FC} \pm SD$</th>
<th>$P_{FR} \pm SD$</th>
<th>$\eta_{FR} \pm SD$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laboratory</td>
<td>$237.1 \pm 94.3$</td>
<td>$267.2 \pm 135.9$</td>
<td>$42.4 \pm 21.6$</td>
</tr>
<tr>
<td>Greenhouse</td>
<td>$289 \pm 42.5$</td>
<td>$159 \pm 59.7$</td>
<td>$26.3 \pm 9.7$</td>
</tr>
</tbody>
</table>

SD – standard deviation.
The efficiency of power transfer by radiation of the front panel part are rather different (in the laboratory $\eta_F = 42.4\%$ and $\eta_F = 26.3\%$ in the greenhouse). It can be explained by bigger heat transfer coefficient $\alpha$ and higher percentage of the heat transferred by the convection in greenhouse. 

Table 4 presents measured surface temperatures in 2 m, 4 m and 6 m distance from the installed heating panel in the laboratory as well as in the greenhouse experiment. The statistically significant differences between these temperatures are caused by increased distance from the panel.

**Table 4.** Results measurements of soil temperature at 5 cm deep in flower bed of greenhouse and surface temperatures 2 m, 4 m and 6 m distance from heating panel (average and standard deviation) measured in the laboratory and greenhouse experiments. Different letters ($a$, $b$, $c$) in the superscript are the sign of high significant difference (ANOVA; Tukey HSD Test; $P \leq 0.05$) between the surface temperatures of floor (laboratory) or soil surface in the greenhouse

<table>
<thead>
<tr>
<th>Experiments in</th>
<th>$t_{soil} \pm SD$</th>
<th>$t_{s2} \pm SD$</th>
<th>$t_{s4} \pm SD$</th>
<th>$t_{s6} \pm SD$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laboratory</td>
<td>-</td>
<td>23.0 ± 0.3$^a$</td>
<td>22.5 ± 0.1$^b$</td>
<td>22.3 ± 0.1$^c$</td>
</tr>
<tr>
<td>Greenhouse</td>
<td>8.9 ± 0.6</td>
<td>30.3 ± 4.6$^a$</td>
<td>28.1 ± 5.3$^b$</td>
<td>26.3 ± 3.6$^c$</td>
</tr>
</tbody>
</table>

SD – standard deviation.

The surface temperature of the floor in the laboratory measured at a distance of 2 m from the panel was 23.0 °C, at 4 m about 22.5 °C and at 6 m about 22.3 °C. The surface temperature of the soil in the greenhouse measured at a distance of 2 m from the panel was 30.3 °C, at 4 m about 28.1 °C and at 6 m about 26.3 °C. Higher surface temperatures in greenhouses than in the laboratory are caused by the influence of solar radiation (520 W m$^{-2}$) and greenhouse effect. The average soil temperature at 5 cm deep was 9 °C.

**CONCLUSIONS**

The measurement results show the possibility of using a radiant low-temperature electric panel as a possible source of greenhouse heating, but the total output power was lower than nominal.

The total radiation efficiency of the panel front part was approximately 42.4% during the laboratory experiments. In similar measurements carried out in an experimental greenhouse total radiation efficiency of the panel front part was about 26.3%.

The energy transferred through the rear and side panels and the energy transferred by convection of the front panel part are also brought to the greenhouse and used to heat the indoor air. So, it has also positive impact on the indoor greenhouse conditions.

Differences between surface temperatures confirm the influence of panel radiation on the flower bed. The average temperature in the soil shows that the influence of heating is mainly on the surface of the flower bed, there it could protect cultivated plants, leaves and flowers during the lowest temperature period.

The obtained results can be useful for choosing suitable panel dimensions and parameters for the placement in small horticultural or hobby greenhouse. The future research could be focused on the long-time experiments and application in special greenhouses.
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Abstract. Humic substances (HSs) are produced industrially in large quantities from low rank coal, weathered coal, peat, also from soils, composts and other sources. Considering that the applications of industrially produced HSs also include food, pharmaceutical applications and environmental technologies, it is important to evaluate their composition and quality and to identify their sources. The aim of the present study is to compare the properties of industrially produced HS samples. HSs were characterised using spectroscopic and other methods. For the identification of origin of HSs, different methods can be used, such as elemental analysis and ratios of light stable isotopes. The results of the study indicate that many industrially produced HSs are of poor quality (low concentration of basic substance, admixture of undesirable substances, pollutants, no quality indications). In this situation, rigorous quality control should be implemented, providing detailed characteristics of the product. The composition of materials suggested for agricultural applications has not been analysed much. Most of the studied materials were designated as HAs, followed by fulvic acids (FAs) and HSs. However, an analysis of the humic matter types indicates that the majority of substances offered on the market are in fact mixtures of HAs and FAs; so, it would be more appropriate to designate them as HSs or their salts. This study identifies the main quality problems of industrially produced humic substances: 1) lack of strict quality indicators, 2) absence of indication of source materials/origins of HSs.
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INTRODUCTION

Humic substances (HSs), being a refractory part of natural organic matter, are compounds with high molecular mass (from < 1,000 up to several millions Da) and acidic nature due to presence of carboxylic and phenolic hydroxyl groups (Tan, 2014). HSs are products of decay of living organic matter formed in its degradation reactions and can provisionally be classified as humic acids (HAs), fulvic acids (FAs) and humin, depending on their solubility (Stevenson, 1994). Both degradation and synthetic processes in decaying organic matter are described as humification. Humification is a process of the transformation of organic molecules of living organic matter into groups of substances with similar properties – humic substances. All these processes are
important for understanding the carbon cycle and transformation processes of originally living matter (Ciais et al., 2013). HSs can be extracted from the source materials using alkaline compounds, ion exchange and other techniques; however, their structure is changed during the isolation and purification process (Tan, 2014). As HSs form from any living organic matter, they can be found not only in any organic fossil but also in any recent organic decay product. Typically, HSs are extracted from low rank coal (lignite, leonardite and others), weathered coal, sediments of waterbodies, peat, also from soils, composts and other organic matter degradation products. Despite a long lasting history of research of humic matter, many questions about humification processes and about structure and properties of HSs are still open, including questions concerning the relation of properties of HSs to their biological precursor material, humification conditions and length (age of HSs).

Nowadays HSs are produced industrially in quantities of hundreds (maybe even thousands and more) of tonnes, first of all for agricultural applications. They are produced worldwide from all types of source materials. Since the major source of HSs is soil, they are an important material in various areas of agriculture, such as soil chemistry, fertility, plant physiology and others. At the same time, HSs can be considered as an important resource, because they can be extracted in industrial amounts from sources where they are abundant and then applied to achieve or increase their positive impacts. The role of HSs in soil environments and their possible use in agriculture have been examined in reviews (Nardi et al., 2002; Peña-Méndez et al., 2005; Calvo et al., 2014; Olk et al., 2018). Considering that the applications of industrially produced HSs also include food, pharmaceutics and environmental technologies, it is important to evaluate their composition and quality and to identify their sources. Until now, properties of HSs of different origins have been analysed; however, their comparative studies have not been done.

The aim of the present study is to compare the properties of samples of industrially produced HSs with ones isolated from known source materials and with reference humic samples as well as to examine approaches for identification of HS sources.

**MATERIALS AND METHODS**

**The studied humic substances containing samples**

In the study, HSs produced in China, USA, Russia, Germany, Belarus, Finland, Switzerland, Mexico, Latvia and Poland were used (to avoid conflicts of interest, the producers and trade names of the studied products were kept anonymous). Humic substances were analysed as obtained (in solid state).

The source materials of industrially produced HSs included low rank coal (such as leonardite and lignite), peat and, in some cases, waste products of cellulose production (lignosulphonates). For comparison, HAs and potassium humate were isolated from well characterised samples of raised bog peat, fen peat, soil and vermicompost. HAs were extracted and purified, using procedures recommended by the International Humic Substances Society (IHSS) (Tan, 2005). IHSS reference materials were also used (https://humic-substances.org/#products). In this study industrially produced HSs are classified by their source material and producer country: coal – Czech Republic (HA), Germany (HA), USA (HA), China (FA), Russian Federation (HS), Mexico (FA); peat – Belarus (HA), Latvia (HA), Finland (HA), USA (HA), USA (FA), Finland (FA);
water – USA (FA), Latvia (FA), Estonia (FA), Lithuania (FA), Russia (FA), Latvia (HS); lignite – Russia (HS); soil – USA (HA), Latvia (HS); unknown – Switzerland (HA).

Most of the studied materials were designated as HAs, followed by FAs and HSs. Altogether, 32 industrially produced HS samples of different types and origins and 18 reference samples were studied.

**Characterisation of humic substances**

Elemental analysis (C, H, N, S and O) was carried out using an Elemental Analyzer Model EA–1108 (Carlo Erba Instruments), and the found values were normalised with respect to ash content. Ash content was measured after heating 50 mg of each humic sample at 750 °C for 8 h.

Atomic ratios were calculated from elemental analysis using the Eqs (1) and (2),

\[ \frac{O}{C} = \frac{(Mc \cdot O\%)}{(Mo \cdot C\%)} \]  \hspace{1cm} (1)

\[ \frac{H}{C} = \frac{(Mc \cdot H\%)}{(Mh \cdot C\%)} \]  \hspace{1cm} (2)

where MX is the element molecular mass, and X% is the percentage of the element (C, O, H) in the sample.

**UV–Vis Spectroscopy**

UV–Vis spectra were recorded on a Thermospectronic Helios γ UV (Thermo Electron Co) spectrophotometer in a 1 cm quartz cuvette. The E4/E6 ratio (Chen et al., 1977), i.e. ratio of absorbances at 465 and 665 nm, was determined for 5 mg of a humic sample solution in 10 mL of 0.05 N NaHCO₃.

**Fluorescence Spectroscopy**

Fluorescence spectra were recorded using a Perkin Elmer LS 55 fluorescence spectrometer on the aqueous solutions of each sample at a concentration of 25 mg L⁻¹, adjusted to pH 7 with 0.5 M HCl. Emission spectra were recorded at a fixed excitation wavelength of 350 nm (scan speed 500 nm min⁻¹, with 10.0 nm slit over the wavelength range of 380 to 650 nm). The ratio of fluorescence intensity of 460 to 510 nm (I₄₆₀/I₅₁₀) was used as a humification indicator, as previously suggested by Milori et al. (2002).

**Excitation-Emission Matrix (EEM) Fluorescence Spectroscopy**

Excitation-emission matrices were recorded for humic substances (as obtained from producer, reference samples or isolated) aqueous solutions using an Aqualog total luminescence spectrometer. Matrices were recorded in the excitation range of 250–600 nm and emission range of 250–600 nm with 5 nm increments to reflect major fluorescent components in HAs. Data were processed with parallel factor analysis.

**Determination of inorganic element content**

1.00 g humic matter samples were weighed into Teflon tubes, adding 8 mL of 69% HNO₃ and 2 mL of H₂O₂. The tubes were closed to provide high pressure. The prepared samples were mineralised using a microwave sample preparation system (Milestone Advanced Microwave digestion system, Ethos Easy) at 200 °C for 20 min. The resulting
samples were filtered through filter paper and diluted to 50 mL with deionised water. The concentrations of inorganic elements in HSs were determined by inductively coupled plasma spectrometry with optical emission detection (ICP-OES), using a Thermo Scientific iCAP 700 series ICP spectrometer.

**FT-IR absorption spectra of humic substances**
A Fourier Transform Infrared Spectrophotometer Shimadzu IR-Tracer 100 was used with the following settings: wave number: 4,000–400 cm\(^{-1}\), resolution: 2 cm\(^{-1}\), the number of scans: 20. 3 mg of the sample of the studied humic substance and 200 mg of KBr powder were mixed, and 30 mg of the mixture was weighed and compressed into a tablet. Spectra were taken in the infrared spectrum of 400 cm\(^{-1}\) to 4,000 cm\(^{-1}\).

**Determination of stable isotope ratios of δ\(^{13}\)C, δ\(^{15}\)N and δ\(^{18}\)O**
For determination of the ratio of C and N stable isotopes, samples were weighed into tin capsules on an analytical balance with an accuracy of ± 0.01 mg and within a weight range of 0.80 to 1.20 mg. Glutamic acid standards were used for calibration (0.20, 0.50, 0.80, 1.00 and 1.50 mg). For determination of the ratio of O stable isotopes, silver capsules were used, and sucrose was used for calibration. The measuring system consisted of a EuroVector Euro EA3000 element analyser (a quartz reaction tube filled with chromium (III) oxide and silvered cobaltous oxide (1,030 °C), a quartz reduction tube filled with copper shards (650 °C) for determination of C and N, and an HT-PyrOH block with a ceramic outer tube and a glassy carbon inner tube filled with glassy carbon chips (1,450 °C) for O analysis. Measurements were taken using a Nu HORIZON mass spectrometer by Nu Instruments (acceleration voltage: 5 kV, mass range: 2–100 Da, mass dispersion: > 30 cm). The results were processed by the Nu Stable Control Software v1.69.

**Statistical analysis of data**
One-way analysis of variance (ANOVA) with post hoc Tukeys HSD test (\(p < 0.05\)) was performed using SAS JMP®, Version 15 (SAS Institute Inc., Cary, NC, USA).

**RESULTS AND DISCUSSION**

Most of the studied materials were designated as HAs, followed by FAs and HSs (data not shown). However, the analysis of the humic matter types (HAs or FAs, based on the solubility at pH 2) indicated that the majority of the substances offered on the market are in fact a mixture of HAs and FAs; so, it would be more appropriate to designate them as HSs or their salts.

The analysis of the amounts of organic matter in the compositions of humic materials indicated that only few of the industrially produced HSs indeed predominantly consist of organic matter, while the majority contain significant amounts of inorganic substances, as indicated by the ash content in the compositions: the ash content in some compounds reached even 35%; on average it was 6% (Fig. 1). So high concentrations of inorganic substances in industrial humic products is an indicator of poor quality of prepared products as in pure humic substances only traces of inorganic substances has been found. The highest ash content was characteristic of the HSs isolated from lignite, leonardite and weathered coal.
An important quality indicator of HSs for agricultural applications can be the presence of inorganic elements. The inorganic components of HSs mostly are major elements. For instance, Na (up to 44 mg g\(^{-1}\)) and K (up to 100 mg g\(^{-1}\)) in highest concentrations can be found in such preparations as potassium and sodium humates. Notably, these elements in high concentrations can even be found in products sold under such trade names as ‘Humic Substance’ and ‘Humic Acid’. In humic products, Al, Ca and Fe can also be found in high concentrations (up to 33 mg g\(^{-1}\), 20 mg g\(^{-1}\) and 5 mg g\(^{-1}\) respectively). Further, high concentrations (up to 70 mg g\(^{-1}\)) of S were found in products obtained from cellulose production waste materials (lignohumates). High concentrations of P (up to 5 mg g\(^{-1}\)) were found in several products, indicating amendments of phosphorus fertilizers. Next, toxic trace elements can be found in relatively high concentrations in some humic products: for example, 197 µg g\(^{-1}\) Sr in an industrially produced FA obtained from lignite, 50.8 µg g\(^{-1}\) Cr and 30.7 µg g\(^{-1}\) Cu in a HA from leonardite, 27 µg g\(^{-1}\) As and 51 µg g\(^{-1}\) Ba in a lignohumate preparation, as well as high concentrations in other products.

Comparatively, in the reference samples and in the samples isolated in laboratory, trace elements were found in trace concentrations (for elements such as Na, Ca, Mg, Fe < 0.1 mg g\(^{-1}\), but for trace elements, such as Pb, As, Co, Ni < 0.2 µg g\(^{-1}\)).

To characterise elemental composition, atomic ratios (Van Krevelen graphs) were used. H/C versus O/C ratios (Fig. 3) illustrate the relative percentage of aromaticity in HS structures. By far the most important
reactions influencing the HS structure are demethylation (split off of -CH$_3$ groups), dehydration and decarboxylation (split off of -COOH groups). Van Krevelen graph characterises the depth of the humification process (Klavins et al., 2019). The demethylation, dehydration and decarboxylation processes result in an increased aromaticity and an increased humification degree and is characteristic of HSs isolated from deeply humified materials, such as lignite and leonardite. Soil, peat and aquatic HSs demonstrate a lower humification degree and their application for agricultural purposes (as biostimulant, soil amendment, fertiliser) is more beneficial, than of material which has undergone deep transformation process (Nardi et al., 2002).

**Figure 3.** Van Krevelen graph of industrial and reference HS composition element H/C ratio versus O/C ratio (Peat (▲), Coal (■), Soil (♦), Water (●), Lignite (-)).

**Figure 4.** UV–Vis spectra of the studied HSs depending on their origin.

The UV–Vis spectra of the FAs and HAs obtained (Fig. 4) do not have well expressed sorption lines and decrease with increasing wavelength. However, the HSs isolated from highly transformed organic material demonstrate a shoulder at 280 nm characteristic of aromatic structures (not so expressed for HSs of other origins). The UV
spectra of both HAs and FAs are relatively similar. The UV sorption ratios at 465 and 665 nm are used as condensation of aromatic groups measure (aromaticity), but they also reflect the particle size and molecular weight of HS (Chen et al., 1977). The E4/E6 ratio for the studied HSs varied from 3.46 to 16.35, demonstrating high variability of the studied HSs. The highest E4/E6 ratios were found for the aquatic FA as well as for HSs from soil as described also in literature (Stankevica et al., 2019). The E4/E6 ratio for FAs is higher than for HAs (Zalba et al., 2016), thus indicating lower molecular weight, higher acidity and thus also better accessibility for plants.
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**Figure 5.** Fourier transform infrared (FTIR) spectra of the studied HAs, HSs (a) and FAs (b) depending on their origin.

The IR spectra of the FAs (Fig. 5, b) and HAs (Fig. 5, a) obtained have general similarity. The FTIR spectra of the analysed HSs can be split by regions, depending on the informativity and the presence of important functional groups. The Fourier transform infrared spectra (Fig. 5, a, b) can also be used to discriminate between FAs and HAs and to identify the origin and quality of HSs. However, the presence of mineral substances and, possibly, other mixtures delimit the possibilities to obtain good quality spectra. Absorption bands in the spectral region of 3,600–2,800 cm\(^{-1}\) are broad. Absorbance in this spectral region is determined by the presence of -OH groups. Sorption at the wavelengths of 2920 and 2,860–2,850 cm\(^{-1}\) characterise the presence of the CH\(_3\)-
and CH₂- groups. The FTIR spectra data of soil HSs show that methylene groups -(CH₂)n- exist as short alkane chains (n < 4). Intensive sorption at 1,700 cm⁻¹ (1,725–1,700 cm⁻¹), is common for carbonyl groups in aldehydes, ketones and carbonic acids.

Fig. 6 shows a separation between the four origin of HSs. ANOVA results represent that the values of δ¹⁸O and δ¹⁵N of the soil and water origin of HSs relate to the one group (C). According to statistical analyses the values of δ¹³C of peat origin of HSs relate to two groups – A (coal) and B (soil).

The isotope ratio measurements show a difference of up to 5‰ for each HS group (Fig. 6), which allows to distinguish them one from another. The C, N and O isotopic patterns of water and soil HSs are very similar. The reason for that most probably is their common source of origin, i.e. water. HSs leach into water bodies from soil. Also, the C and N isotopic patterns of coal and peat HSs are very similar, except for δ¹⁸O, which is dependent mostly on temperature changes and, in this case, is indicative of different environmental temperatures at the time of coal and peat HS formation time. For all sample groups, δ¹³C changes within the range from -25‰ to -30‰. Since C is accumulated in plants mostly from air by means of photosynthesis, as the δ¹³C values show, all humic substance groups are formed from the C₃ type plants. The δ¹⁵N values depend on many factors, including the isotopic composition of soil in different geographical locations. If we assume that the isotope ratio is fixed at the time of formation of a humic substance, then, taking into account the N₁⁵ discrimination processes in plants, larger δ¹⁵N values, as in the soil and water HS, are indicative of the lower amounts of N available for plants at the time of formation of the humic substance.

The excitation-emission matrix fluorescence spectra illustrate the fluorescent components in HSs, HAs and FAs (Figs 7, 8, 9). In a mixture of HAs and FAs, the most intensive fluorescence signal comes from FAs (approximately 350 nm excitation and 450 nm emission), while the fluorescence intensity of HAs (present at approximately

$$\begin{align*}
\text{Figure 6. Isotope ratios of the studied HSs depending on their origin. Error bars represent standard deviation (n = 5). Letters above bars represent significant differences among different groups (Tukeys HSD p < 0.05).}
\end{align*}$$
470 nm excitation and 540 nm emission) is comparatively less expressed. FAs have a stronger fluorescence signal due to higher phenolic group content, while HAs have more condensed structures. EEM spectra can be used as a tool to identify the type of an HS: whether it is an HA, or an FA, or a mixture of both. Moreover, EEM spectra can be used for the identification of other groups of substances with fluorescent characteristics, for instance, if there is chlorophyll in vermicompost, and the like. In this study, the excitation-emission fluorescence spectra were recorded at the excitation and emission range between 250 and 650 nm, and the data show evident differences between the fluorescence characteristics in HAs, FAs and mixtures of both.

Lignite HA has a typically weak fluorescence peak at 470 nm excitation and 540 nm emission (Fig. 7). At the same time, the EEM spectra results also show the presence of low quantities of FA in this industrial HA. Additionally, there is a signal of some plant remnants, which shows that lignite is originally formed from peat/plants.

**Figure 7.** Lignite HA 2D (left) and 3D (right) EEM spectra.

Lignite FA (Fig. 8) has a typical, intensive and complex fluorescence signal at around 350 nm excitation and 450 nm emission. This is due to high phenolic concentration. However, the data also show a weak HA signal. HA could have got into the FA solution during the isolation procedure.

**Figure 8.** Lignite FA 2D (left) and 3D (right) EEM spectra.
The excitation-emission matrix of soil HSs shows a mixture of HA and FA fluorescence signals and indicates small amounts of FA in the soil (Fig. 9).

Figure 9. HS (isolated from soil) 2D (left) and 3D (right) EEM spectra.

CONCLUSIONS

As HSs increasingly become an industrially produced material for agricultural applications, their quality analysis and control is of utmost importance. The quality assessment of HSs is yet more important in view of the fact that there are no strict definitions of HSs and regulations of their quality control. The properties of HSs depend on their origin, and significant differences have been observed depending on the source materials. Major differences are common for freshly humified humic substances (isolated from soil, vermicompost, but also peat) on one hand, but on the other – for humic substances isolated from highly humified materials, such as lignite, Leonardite and others. In addition, the comparison with the IHSS reference materials can be used for research purposes and not so much for describing the properties of industrially produced products. Most industrially produced HSs are very poorly characterised, sometimes chemical characteristics are absent, including, for example, the amount of the claimed product (HS), ash content and other parameters. This study reveals the main quality problems of industrially produced HSs: 1) lack of strict quality indicators; 2) absence of indication of a source material/origin of the HS.
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Abstract. This research assesses the suitability of UAV (Unmanned Aerial Vehicle) photogrammetry for calculating stockpile volumes and analyses the compliance of the accuracy of results to current laws. In addition two different UAV’s and two different objects are compared and the necessity of using GCP’s (Ground Control Points) is investigated. The time spent on each work stage is also evaluated. Data used in this study was collected in two sites, where the objects differed in shape, colour and texture. The investigated objects were a regularly shaped peat stockpile and an irregularly shaped gravel stockpile. Data was collected with a terrestrial laser scanner, a GNSS (Global Navigation Satellite System) device and two different UAVs. Volume of the models calculated from different data was compared to the volume of the models based on laser scanning data for accuracy assessment. Relative errors of all of the photogrammetric models compared to the laser scanning based model were under 4%. It was concluded that the advantages of UAV based photogrammetry become apparent as the complexity and size of the measured objects grow. Results of the study show that using UAV photogrammetry to determine stockpile volumes is sufficiently accurate with both of the tested UAVs. The results show that without using GCPs (Ground Control Points), sufficient accuracy was still achieved. Nevertheless accuracy was increased by using GCP’s. It was concluded that using UAV’s can significantly reduce the time spent on collecting data for volume calculations, especially when GCP’s are not necessary.

Key words: stockpile, 3D modelling, GCP’s.

INTRODUCTION

Thanks to the overall development of technology the use of UAV’s is increasing. Using UAV photogrammetry for volume calculations and mapping large areas is in accordance with the principles of sustainable development. It is possible to measure large objects relatively quickly using an UAV. This saves time, human resources and also transportation costs, because it is possible to map a large object in one day using an UAV, whereas mapping the same object using traditional methods could take up to a week. Furthermore it is possible to map areas that are dangerous or difficult to access using an UAV, whereas it would be necessary to use some form of special equipment for mapping it otherwise. Using an UAV is also contactless, so it is possible to map
sensitive areas, without driving or walking on the endangered area. In endangered areas, where getting a flight permit is difficult, terrestrial photogrammetry or laser scanning could be used as an alternative (Dlouhy et al., 2016; Burdziakowski, 2017). Thanks to the development of software and hardware it is possible to use smaller, low-priced UAV’s and cameras, which makes work more efficient and less resource heavy, which is one of the main aspects of sustainable development.

UAV’s are used for various different purposes from military, postal services and assessing forest health to different forms of entertainment. UAV’s can be used as an alternative way to create DEM (Digital Elevation Model) for agricultural purposes (Moravec et al., 2017) and also in precision agriculture, for example to estimate hops canopy area (Starý et al., 2020). As the technology has advanced it is also possible to autonomously navigate UAV’s even without GNSS signal (as in extremely low altitudes or indoors) (Dlouhy et al., 2016; Burdziakowski, 2017). Even data from a commercial remotely piloted aircraft can be successfully used in agriculture, when georeferenced with GCP’s (Santos et al., 2019). In Estonia, some years ago UAV’s were mainly used for inspecting power line corridors, calculating mining volumes and state control of agricultural sector (Liba & Berg-Jürgens, 2015). Photos collected with an UAV can be used both in mapping and creating 3D models (Kokamägi, 2018b; Burdziakowski et al., 2020). Surveying with UAV’s is mostly used for large or hardly accessible areas but as the technology evolves, some surveys that were formerly done via total stations or RTK are also beginning to be replaced by UAV’s. It is a technology that is rapidly expanding all over the world (Eisenbeiß, 2009). Because of the popularity of UAV’s, the smaller models are in mass production and therefore available for a wider scope of users.

The study assesses the accuracy of stockpile volume calculations based on UAV photos and analyses the compliance of this accuracy to current laws. Besides that the impact of using different GCP’s and different characteristics of the objects is also investigated. Also, the amount of time spent on each working stage was measured. Many similar studies were analysed to choose a suitable methodology.

Rhodes (2017) investigated using a low-priced UAV for creating 3D models. Different data collecting and processing methods were compared and the results were compared with known volumes and reference measurements. The investigated objects were hay bales and large water tanks (Rhodes, 2017).

In 2014 there was a study carried out in Canada, which researched using UAV’s and terrestrial laser scanning (TLS) for collecting data to create digital elevation models (DEM). For accuracy assessment the results were compared to GNSS survey results. It was found that UAV’s have great potential for collecting the needed data for this kind of purpose (Ouédraogo et al., 2014).

A research done in 2015 compared using an UAV and a total station for collecting data for stockpile volume calculations. The results were compared with the actual volume that was given by the engineers working on site. The relative errors compared to reference data were -0.67% for the UAV and 2.88% for the total station. The time spent on collecting data was also compared and it was found that surveying with a total station took about six times more time than surveying with an UAV (Arango & Morales, 2015).

Raeva, et al. (2016) compared using a GNSS device and an UAV for volume surveys in their study in 2016. An open-pit quarry stockpile was measured via RTK GNSS and an UAV. The collected photos were processed in Pix4D software and volume calculations were done in Civil 3D software. It was pointed out that in many countries
the relative error of the calculated volume compared to the actual volume is not allowed to exceed 3%. The error between the two surveys was 1.1%, which fits in the given limit. It was also pointed out that collecting photogrammetric data took a lot less time than collecting GNSS data. It was found that using UAV in open-pit quarries is justified, especially because the technology is continually developing (Raeva et al., 2016).

In Estonia the main focus of research has been on determining vertical or horizontal accuracy (Berg-Jürgens, 2015; Huul, 2016; Köök, 2018). Based on the study of Natalja Liba et al. (2016), it became clear that an orthophotomosaic with sufficient accuracy in the national geodetic system can be created only by using reference points, and by automating other processes, the geometric accuracy remain within 0.1 meters.

As the determination of volumes by this method had not been studied in Estonia before, the accuracy of the determination of volumes on the basis of photographs taken from unmanned aircraft had to be studied, among other things, for updating legislation and making investment decisions for surveying companies. During the work, two different unmanned aircraft and two different objects were compared. The models generated by photogrammetric method were compared with the model based on measurements with RTK GNSS device and based on terrestrial laser scanning. In order to find out the efficiency of different methods of determining volumes, the time spent on different work steps of different methods is compared.

A master's thesis (Kokamägi, 2018a) was prepared and defended at the Estonian University of Life Sciences in the spring of 2018 based on the data presented in the article, which is reviewed in the article ‘Accuracy of stockpile volume calculations based on UAV photogrammetry’ Kokamägi, 2018b).

This study aims to assess the accuracy of stockpile volume calculations based on UAV photos and analyse the compliance of this accuracy to current laws and to investigate the impact of using different types of GCP’s and UAV’s to the accuracy.

MATERIALS AND METHODS

Two objects were selected for the research. The first object was a regular-shaped dark-coloured peat stockpile in a peat extraction area in Western Estonia, and the second was a light-coloured irregular-shaped gravel stockpile in the Karude quarry in Central Estonia (Fig. 2). Measuring volumes of peat stockpiles is a daily work of surveyors, and since they have to be measured several times during the season, it is useful to study the possibilities to make the work more efficient, therefore the time spent on different work stages was taken into account during the research.

During the preparation of the object, ground control points were installed and their locations were measured with a Trimble R4-3 GNSS device. After that, the contours of the object were measured using a GNSS device and then laser scanning was performed.

The area of the peat stockpile was 463 m² and the area of the gravel stockpile 394 m². Both the Laiküla peat extraction area and the Karude quarry are currently in use and are typical objects where it is necessary to determine the volumes of material on a regular basis.

The Trimble R4-3 GNSS instrument was used to measure the contours and control points of both objects, and both dumps were scanned with a Trimble SX10 scanning total station.
The process of the methodology that was used to achieve the set goal is shown in Fig. 1.

**Figure 1.** Working process (Kokamägi, 2018a).

**Figure 2.** On the left an orthophotomosaic of the peat stockpile in Laiküla and on the right an orthophotomosaic of the selected object in Karude quarry. On the left special photogrammetric GCP’s are marked with white and spray painted GCP’s are marked with red dots. On the right the selected seven GCP’s are marked with white and selected nine GCP’s are marked with red dots.

**The first object** (Laiküla peat stockpile) was surveyed on October 24, 2017. Measuring a peat stockpile is generally difficult and dangerous, as it is a soft material and it is generally necessary to use special instruments or heavy machinery to measure its ridge using conventional methods.

21 ground control points were installed on the first object: 12 points made with spray paint and 9 special photogrammetric markers. It took about 20 minutes to install them.

A total of 20 points were collected during the GNSS survey. Measurements yielded data from 13 to 19 satellites and PDOP (Position of Dilution of Precision) ranged from 2090
1.3 to 2.0. According to the GNSS device report, the horizontal accuracy of the points was within three cm horizontally and 5 cm vertically. This step took about 40 minutes.

The stockpile was scanned from four points of view and it took about an hour to scan.

Two different UAVs were used for imaging (Table 1). Unmanned aircraft DJI Phantom 4 pro v2.0, (Fig. 3), a relatively inexpensive and widely used unmanned aerial vehicle, and the Aibotix Aibot X6, built specifically for photogrammetric use (Fig. 3). The first has a 20 MP (megapixel) integrated camera and the second had a 32.4 MP Sony ILCE-7RM2 camera on board.

Table 1. DJI Phantom 4 pro v2.0 and Aibotix Aibot X6 specifications (Phantom 4 Pro 2020, Aibot X6 2018, Sony ILCE-7RM2 Full 2020)

<table>
<thead>
<tr>
<th></th>
<th>DJI Phantom 4 Pro v2.0</th>
<th>Aibotix Aibot X6</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Size</strong></td>
<td>Diagonal 35 cm</td>
<td>105×105×45 cm</td>
</tr>
<tr>
<td><strong>Weight</strong></td>
<td>1.375 kg (including camera)</td>
<td>3.4 kg</td>
</tr>
<tr>
<td><strong>Payload</strong></td>
<td>-</td>
<td>2 kg</td>
</tr>
<tr>
<td><strong>Max flight time</strong></td>
<td>30 minutes</td>
<td>20 minutes</td>
</tr>
<tr>
<td><strong>Max speed</strong></td>
<td>20 km s⁻¹, positioning mode 13–89 m s⁻¹</td>
<td>11.11 m s⁻¹</td>
</tr>
<tr>
<td><strong>Max ascent speed</strong></td>
<td>6 m s⁻¹, positioning mode, 5m s⁻¹</td>
<td>8 m s⁻¹</td>
</tr>
<tr>
<td><strong>Rotors</strong></td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td><strong>Camera</strong></td>
<td>Integrated 1'' CMOS 20 MP</td>
<td>Sony ILCE-7RM2</td>
</tr>
<tr>
<td><strong>Effective pixels</strong></td>
<td>5,472×3,648 (20 MP)</td>
<td>7,952×5,304 (42.4 MP)</td>
</tr>
<tr>
<td><strong>Focal length</strong></td>
<td>8.8 mm</td>
<td>35 mm</td>
</tr>
<tr>
<td><strong>Sensor size</strong></td>
<td>Diagonal 1 inch</td>
<td>1.4×0.9 inches</td>
</tr>
<tr>
<td><strong>Image format</strong></td>
<td>JPEG, DNG (RAW)</td>
<td>JPEG, RAW</td>
</tr>
</tbody>
</table>

The flight planning of the DJI Phantom 4 pro v2.0 was done with DroneDeploy software and lasted about five minutes. 415 photos were collected during the flight. To create the model, 76 of them, which were photographed at the correct height and had the object or a control point visible, were used. The flight height was 33 meters (AGL – above ground level) and the GSD (ground sampling distance) was 8 millimeters. The flight lasted about five minutes.

Figure 3. Aibotix Aibot X6 on the left and DJI Phantom 4 Pro v2.0 on the right (Leica-Geosystems, 2020; DJI, 2020).

The Aibot X6 flight was planned using AiProFlight software. Flight planning and aircraft assembly took about 15 minutes, which is significantly more than with the DJI Phantom. The flight lasted about 5 minutes. 95 photos were collected, of which 48 were used. The flight height was 47 (AGL) meters and the GSD was 6 mm.
The second object (Karude Gravel Quarry) is more accessible and manually measurable, but gravel quarries are also one potential place to make work more efficient with an UAV. The survey took place on April 10, 2018.

18 special photogrammetric markers were installed on the second object, which took about 20 minutes.

A total of 100 points were measured using the RTK GNSS method. Because the dump was quite complex in shape and had many bumps, it was measured quite densely. Measurements yielded data from 14 to 17 satellites and PDOP ranged from 1.2 to 1.8. According to the GNSS device report, the horizontal accuracy of the points was within 8 mm horizontally and 12 mm vertically. This step took about 55 minutes.

Scanning was performed with a Trimble SX10 scanning total station, the stockpile was scanned from eight positions and the point cloud was assembled automatically during field work. It took about two hours to scan.

Only the DJI Phantom 4 Pro UAV was used for imaging. The flight was planned using DroneDeploy software. The flight lasted less than 5 minutes, during which 139 photographs were collected, of which 55 were used. The flight height was 28 meters (AGL) and the GSD was 6 mm.

Data processing

Then the data was processed, during which 3D models of objects were created from the data collected with different devices and their volumes were calculated. After that, the volumes of the different 3D models were compared and absolute and relative errors compared to the scanning model were found.

The photos were oriented and point clouds created using Agisoft Photoscan Professional 1.4.0 software. Trimble Business Center and Autodesk Recap 2019 software were used to process the point clouds. Autodesk Civil 2019 drawing software was used to create models from point clouds and calculate volumes. The results were analysed using Microsoft Excel.

The research used the coordinates of points collected with a GNSS receiver, point clouds obtained with a laser scanner, and JPEG images collected with an unmanned aircraft with data about the location of the images. Data was collected on two objects.

Based on the coordinates of the points representing the surface of the objects measured by the GNSS method, the contours were drawn, and then the bottom of the dump and its surface were created as separate surfaces. The heights of these surfaces were then compared and the volume between the two surfaces was calculated.

In the Civil 3D software, the lower contour of the stockpile measured by the GNSS device was fixed to the height according to one of the selected control points. The surface of the base was then formed from the contour. After that, the surface of the scanned point cloud was created. For this, only the points inside the base contour were used, the cloud was thinned to a point spacing of 5 cm and the kriging method was used to create the grid. The heights of these surfaces were then compared and the volume of the model was calculated.

Agisoft PhotoScan Professional was used to find volumes by the photogrammetric method, the images were oriented and then the surveyed control points were attached to the GCP’s on the images. It was a time consuming process and lasted about one hour. After marking the GCP’s, the images were reoriented using the Medium accuracy class.
Then a point cloud was created. Medium was also chosen as the quality. For Aibot X6 data, camera orientation data collected on-board using an IMU device was also used.

After creating the point clouds, they were processed in the same way as the laser scanning point cloud described above. The control points used to position the base contour were not used in the photo orientation process.

Using the photogrammetric method, 8 different models were created for the first object (peat stockpile) and 4 different models for the second object (gravel stockpile) (Table 2). The volumes derived from laser scanning and GNSS survey were 722.52 m³ and 680.55 m³ for the first object and 674.04 m³ and 651.94 m³ respectively.

**Table 2. Different models created by the photogrammetric method (Kokamägi, 2018a)**

<table>
<thead>
<tr>
<th>Object</th>
<th>UAV</th>
<th>GCP’s used</th>
<th>Volume (m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First object:</td>
<td>Aibotix Aibot X6</td>
<td>no GCP’s</td>
<td>704.92</td>
</tr>
<tr>
<td>Laiküla peat extraction area</td>
<td>DJI Phantom 4 Pro</td>
<td>spray paint GCP’s</td>
<td>715.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>photogrammetric GCP’s</td>
<td>730.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>all GCP’s</td>
<td>717.49</td>
</tr>
<tr>
<td></td>
<td>DJI Phantom 4 Pro</td>
<td>no GCP’s</td>
<td>708.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>spray paint GCP’s</td>
<td>699.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>photogrammetric GCP’s</td>
<td>742.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>all GCP’s</td>
<td>730.48</td>
</tr>
<tr>
<td>Second object:</td>
<td>DJI Phantom 4 Pro</td>
<td>no GCP’s</td>
<td>698.97</td>
</tr>
<tr>
<td>Karude gravel quarry</td>
<td></td>
<td>7 photogrammetric GCP’s</td>
<td>652.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9 photogrammetric GCP’s</td>
<td>653.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16 photogrammetric GCP’s</td>
<td>658.41</td>
</tr>
</tbody>
</table>

**Assessment of the accuracy of volumes**

After finding all the volumes from laser scanning, GNSS and photogrammetric data by different methods (Table 2), they were compared. As laser scanning is considered to be more accurate than other methods used in creating the models, the volume of the model obtained by laser scanning was considered correct for the sake of research. Both the absolute and the relative volume error were found and it was monitored whether the relative error was within the permissible limits.

Similar to the research conducted by Richard Kramer Rhodes (Rhodes, 2017), in addition to the relative error, the root mean square errors (RMSE) of different models created by photogrammetric method were also found in both objects. The Gaussian RMSE formula was used to calculate the RMSE (Randjärv, 1997).

\[
m = \pm \sqrt{\frac{\sum \Delta^2}{n}}
\]

where \(\Delta^2\) – the sum of the squares of the errors of the volume of the model obtained by the photogrammetric method compared to the model obtained from laser scanning data; \(n\) – the number of different models.

To evaluate the accuracy of the RMSE \(m\), the RMSE of the result was calculated by the formula (Randjärv, 1997)

\[
m_m = \pm \frac{m}{\sqrt{2n-1}}
\]

where \(m\) – the RMSE; \(n\) – the number of different models.
In addition, the time spent on the different steps of the volume determination methods were analysed and compared.

RESULTS AND DISCUSSION

For the first object (Laiküla peat stockpile) a total of 10 models were created and their volumes and errors compared to the model created using the laser scanning data were calculated.

Table 3. Errors of the volumes of models created on the basis of surveys of Laiküla peat stockpile compared to the model created from laser scanning data with mean squared errors (Kokamägi, 2018a)

<table>
<thead>
<tr>
<th>Instrument</th>
<th>GCP’s</th>
<th>Volume (m³)</th>
<th>Error (m³)</th>
<th>Relative Error (%)</th>
<th>RMSE (m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanning total station Trimble SX10</td>
<td></td>
<td>722.52</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>GNSS Device Trimble R4-3</td>
<td>no GCP’s</td>
<td>680.55</td>
<td>-41.97</td>
<td>-5.81</td>
<td></td>
</tr>
<tr>
<td>UAV Aibot X6</td>
<td>Spray paint GCP’s</td>
<td>704.92</td>
<td>-17.60</td>
<td>-2.44</td>
<td>10.62</td>
</tr>
<tr>
<td></td>
<td>photogrammetric GCP’s</td>
<td>715.02</td>
<td>-7.50</td>
<td>-1.04</td>
<td>6.87</td>
</tr>
<tr>
<td></td>
<td>all GCP’s</td>
<td>730.27</td>
<td>7.75</td>
<td>1.07</td>
<td></td>
</tr>
<tr>
<td>UAV DJI Phantom 4 Pro</td>
<td>no GCP’s</td>
<td>708.21</td>
<td>-14.31</td>
<td>-1.98</td>
<td>17.23</td>
</tr>
<tr>
<td></td>
<td>Spray paint GCP’s</td>
<td>699.50</td>
<td>-23.02</td>
<td>-3.19</td>
<td>18.09</td>
</tr>
<tr>
<td></td>
<td>photogrammetric GCP’s</td>
<td>742.23</td>
<td>19.71</td>
<td>2.73</td>
<td></td>
</tr>
<tr>
<td></td>
<td>all GCP’s</td>
<td>730.48</td>
<td>7.96</td>
<td>1.10</td>
<td></td>
</tr>
</tbody>
</table>

The errors in the volumes of the models created on the basis of the surveys made in Laiküla peat extraction area compared to the scanning model with the mean square errors are shown in Table 3. The relative differences of the volumes are shown in Fig. 4.

![Relative errors of the volumes of the models of Laiküla peat stockpile (Kokamägi, 2018a).](image-url)
The errors of the volumes of the models created by the photogrammetric method in different methods at the Laiküla peat stockpile show that the errors in the models created with the data collected by the special surveying UAV Aibot X6 with a better camera were more accurate than the models created using cheaper Phantom 4 Pro data. The mean square errors of the different models were 10.62 m$^3$ and 17.23 m$^3$, respectively. It is likely that the superiority of the more expensive instrument will come out even more when measuring objects in the global coordinate system, as the Aibot X6 positioning devices are more accurate. As the Phantom 4 Pro flew lower, the pixel sizes were about the same size for both aircrafts - 8 mm for the Phantom 4 Pro and 6 mm for the Aibot X6. For a larger object, of course, this means a longer flight for the Phantom 4 Pro, but since photogrammetric surveying is a lot faster than other surveys, it shouldn't be a big problem.

Also, no significant effect on the accuracy of the volumes was observed when using different types of GCP’s. For the Phantom 4 Pro, the relative volume error was -3.19% using spray paint GCP’s and 2.73% for special photogrammetric GCP’s. For the Aibot X6, the relative errors were -1.04% and 1.07%, respectively. At the same time, the use of all GCP’s at the Laiküla site improved the accuracy of the models created from the data collected by both aircraft. The relative error using all GCP’s was only -0.7% for Aibot X6 and 1.1% for Phantom 4 Pro.

For the second object (Karude gravel stockpile) a total of 6 models were created and their volumes and errors of compared to the model created from the laser scanning data were calculated.

The errors in the volumes of the models created from the surveys done in the Karude gravel quarry compared to the model created from the laser scanning data with the mean square errors are shown in Table 4. The relative errors in the volumes of the models of Karude gravel stockpile are shown in Fig. 5.

Table 4. Error of the volume of models created on the basis of surveys of Karude gravel stockpile compared to the model created from laser scanning data with mean squared errors (Kokamägi, 2018a)

<table>
<thead>
<tr>
<th>Instrument</th>
<th>GCP’s</th>
<th>Volume (m$^3$)</th>
<th>Error (m$^3$)</th>
<th>Relative error (%)</th>
<th>RMSE (m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanning total station</td>
<td></td>
<td>674.04</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>GNSS Device</td>
<td>no GCP’s</td>
<td>698.97</td>
<td>24.93</td>
<td>3.70</td>
<td>20.95</td>
</tr>
<tr>
<td></td>
<td>spray paint GCP’s</td>
<td>652.3</td>
<td>-21.74</td>
<td>-3.23</td>
<td>19.45</td>
</tr>
<tr>
<td></td>
<td>photogrammetric GCP’s</td>
<td>653.6</td>
<td>-20.44</td>
<td>-3.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>all GCP’s</td>
<td>658.41</td>
<td>-15.63</td>
<td>-2.32</td>
<td></td>
</tr>
</tbody>
</table>

The error of the model created on the basis of GNSS measurements at the Karude gravel quarry remained in the same order of magnitude as the models obtained by photogrammetric method.

In Karude gravel quarry, where only Phantom 4 Pro data and special photogrammetric GCP’s were used, the results obtained using different amounts of
GCP’s were quite as expected - the more markers used, the more accurate the model. The relative errors were 3.70% without GCP’s. -3.23% with 7 GCP’s. -3.03% with 9 GCP’s, and -2.32% using all 16 GCP’s.

**Figure 5.** Relative errors of the volumes of the models of Karude gravel stockpile (Kokamägi, 2018a).

A comparison of the relative volume errors of models created from GNSS data and the DJI Phantom 4 Pro data generated for the two objects is shown in Fig. 6.

**Figure 6.** Relative errors in the volumes of the models created from the GNSS and DJI Phantom 4 Pro data of Laiküla and Karude objects compared to the results obtained from the laser scanning data (Kokamägi, 2018a).
Looking at the relative errors of the two objects, we see that, when using all the GCP’s in the Laiküla object (peat stockpile), the relative difference was 1.10% compared to the volume of the model formed from the laser scanning data and 2.32% in the case of the Karude object (gravel stockpile). GNSS survey of Laiküla peat stockpile had the largest error, this could have been caused by measuring too few points and oversimplifying the shape of the stockpile and also by the soft material.

Differences of photogrammetrical models could have been caused by the different distribution of GCP’s in the area (Fig. 2). For the first object (Laiküla peat stockpile), shadows and the amount and distribution of GCP’s in the shadow could also affect the result.

**Time spent on different methods**

In the course of the work, the time taken to determine the volumes in different ways was also assessed. Table 5 shows the stages of determining the volume of the Laiküla peat stockpile with different methods and the time spent on each. Fig. 7 compares the total time taken to determine the volume with different methods.

| Table 5. Stages of determining the volume of Laiküla peat stockpile with different methods and the time spent on (Kokamägi, 2018a) |
|-------------------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Object preparation (min)                        | 20              | 20              |
| RTK GNSS survey (min)                            | 15              | 25              | 25              |
| Laserscanning (min)                              | 60              |
| Flight planning (min)                            | 5               | 5               | 15              | 15              |
| Photogrammetric flight (min)                     | 5               | 5               | 5               | 5               |
| Collecting GCP’s (min)                           | 10              | 10              |
| Data processing (min)                            | 15              | 30              | 90              | 30              | 90              | 30              |
| Total (min)                                      | 30              | 90              | 155             | 40              | 165             | 50              |

The fastest way to determine the volume of the Laiküla peat stockpile was to use GNSS measurements, but this is misleading because it was only one small object with a regular shape. The larger the area and the more irregular the objects, the more the advantage of laser scanning and especially unmanned aircraft becomes apparent. In addition, it took more time than usual to prepare the object and measure the GCP’s, as different types of GCP’s were used. Using GCP’s in this case took so long to process, as the locations of the tags were determined manually in the photographs and this is a time consuming process.
Figure 7. Total time spent to determine the volume of Laiküla peat stockpile using different methods (minutes). (Kokamägi, 2018a)

Table 6 shows the stages of determining the volume of the Karude gravel stockpile with different methods and the time spent on each. Fig. 8 compares the total time taken to determine the volume with different methods.

Table 6. Stages of determining the volume of Karude gravel stockpile with different methods and the time spent on each (Kokamägi, 2018a)

<table>
<thead>
<tr>
<th></th>
<th>GNSS device</th>
<th>Scanning total station</th>
<th>UAV DJI Phantom 4 Pro using GCP’s</th>
<th>UAV DJI Phantom 4 Pro no GCP’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object preparation (min)</td>
<td>Trimble R4-3</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>RTK GNSS survey (min)</td>
<td>Trimble SX10</td>
<td>30</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Laserscanning (min)</td>
<td></td>
<td>120</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>Flight planning (min)</td>
<td></td>
<td></td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Photogrammetric flight (min)</td>
<td></td>
<td></td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Collecting GCP’s (min)</td>
<td></td>
<td></td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Data processing (min)</td>
<td></td>
<td></td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Total (min)</td>
<td></td>
<td></td>
<td>50</td>
<td>150</td>
</tr>
</tbody>
</table>

Figure 8. Total time spent to determine the volume of Karude gravel stockpile using different methods (Kokamägi, 2018a).

In the case of the Karude gravel quarry, the fastest determination of volume was made by photogrammetric method without markings. The time taken for GNSS measurements is again misleading for the reasons mentioned above. The Karude object
also took more time than usual to prepare the object and survey the GCP’s, as more GCP’s were used than usual. It was also more time-consuming to create a model using GCP’s during data processing for the reasons mentioned earlier. During laser scanning, the Karude object was surveyed from eight points of view, but normally three or four points of view would be sufficient to measure such an object, so the time taken for scanning could be considerably shorter.

**DISCUSSION**

As expected, more accurate results were obtained from regularly shaped peat stockpile located in the Laiküla peat extraction area. The exception here is GNSS measurements, where the error compared to the volume of the laser scanning model was -5.81%. This may have been due to errors caused by the soft ground in the field measurements, as well as excessive simplifications and measuring too few points. Surprisingly, the photogrammetric models made without using GCP’s gave errors in the same order of magnitude and in some cases even more accurate results than the models made using GCP’s. However, the use of all GCP’s in both objects helped to improve the accuracy of the results. However, if it is necessary to georeference the coordinates of objects, the GCP’s should of course be used.

Comparing the two objects, it became clear that the differences in the volumes calculated on the basis of GNSS data were -5.81% for the Laiküla object and -3.28% for the Karude object. In the case of the regularly shaped Laiküla peat stockpile, the relative error of the model created from the DJI Phantom 4 Pro data created without GCP’s was -1.98% and 1.10% using all symbols. In the case of the irregularly shaped Karude gravel stockpile, the relative error of the model created from the DJI Phantom 4 Pro data created without GCP’s was 3.70% and -2.32% using all the GCP’s.

For comparison, the research of Richard Kramer Rhodes using unmanned aerial vehicles resulted in volume errors of less than 5% from the reference data for 13 sites, more than 15% for four sites and between 5% and 15% for three sites. In this research the measured objects were more regularly shaped hay bales and water tanks. A commercial UAV and camera were used for the research (Rhodes, 2017).

In the study of Arango & Morales (2015), the error of the model created from the total station data compared to the reference data was 2.88% and for the model based on unmanned aircraft data -0.67%. In this research the surveyed object was a soil stockpile and a commercial UAV was used for photogrammetric purposes.

In the work carried out by Raeva et al. (2016), the relative error of the model created on the basis of unmanned aircraft data was also quite good at 1.1%. An eBee UAV was used in this study and the surveyed object was the stockpile of an open quarry.

The results of current research regarding volume errors are similar to the results of previous studies. However in addition to that, using different amounts and different types of GCP’s and using two different UAV’s was also investigated in this study. It was found that using different types of GCP’s does not affect the accuracy of results significantly. It was also found that sufficient accuracy was achieved even without any GCP’s with both UAV’s. However using GCP’s did increase the accuracy.

Comparing the times spent on different methods to determine volumes, it turned out that GNSS is useful for measuring objects as small as those selected for research in the present work, but the larger and more complex the object, the more useful the
The photogrammetric method becomes. For a larger object, the photogrammetric data collection time would not be greatly extended, but GNSS measurements would take much longer.

CONCLUSIONS

The research revealed that the use of photographs collected from unmanned aircraft to determine volumes would significantly reduce the time spent on fieldwork. The volumes of all models created by the photogrammetric method in this work were within the limits of 12% of the permitted error established in Estonia with a fairly large margin (Markšeideritöö kord, 2012). It also turned out that simple spray paint GCP’s could be used, which also increases the speed of field work. It turned out that sufficient accuracy of calculating volumes can also be achieved by using an inexpensive UAV and camera kit. It would be particularly useful to use unmanned aircraft to determine the volumes of larger and hard-to-reach objects.

Similar measurements could be investigated for larger objects in the future. The effect of using different photogrammetric software on the result of the volume calculation should also be tested. In addition, the effect of automatic GCP detection on the volume calculation results in photogrammetry software should be investigated, as in the present study, manual tagging of images was the most time-consuming part of data processing.
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Abstract. The aim of the research is to clarify the physiological and biochemical processes in the plant organism that occur in the optimal and stressful conditions, as well as to search for anthropogenic methods of their manifestation in connection with the protein content in grain of wheat varieties of different origin in the conditions of the Forest-Steppe Ukraine. The impact of temperature factor and the moistening mode of the period of winter wheat seed formation and ripening (Triticum aestivum L.) has been studied. The impact of varieties of Ukrainian and foreign plant breeding on the protein content in grain of the obtained offspring (reproduction yield) has been studied too. The ways to eliminate the influence of weather conditions on the protein content in grain and on the bases of sowing of different seed fractions have been searched. Research methods: field (studying the influence of growing conditions on grain quality), laboratory (determination of protein content), correlation-regression (establishing connection between factors), statistical method (to confirm the difference between variants). According to the results of the first stage of research, the dependence has been established: sowing with seed, grown in the arid conditions, allows obtaining offspring with high protein content, and vice versa. This is confirmed by the strong correlation both for winter wheat variety. At the second stage of research it has been determined that sowing with fine seed raises the yield protein content in grain, and protein yield without additional costs, but using seed, formed in the arid conditions.

Key words: winter wheat, varieties, protein content in grain, air temperature, precipitation, seed size.

INTRODUCTION

In terms of harvested area Triticum aestivum L. and Triticum turgidum ssp. Durum are the most cultivated cereal in the world. Today, wheat cultivation accounting 220.11 million of hectares and 749.46 million tonnes (Falcone et al., 2019). Today, countries with the advanced agricultural production, in particular Ukraine, strive to increase the yield and quality of grain crops not expanding the sown areas. Winter wheat is the main grain crop in Ukraine. However, the level of yield and quality of grain remains low in comparison with European countries (Asseng et al., 2015).
Marenych et al. (2019) showed that the problem of increasing of yield crops (including winter wheat), can be solved by humic growth stimulators with keeping of soil fertility. Using of foliar crops fertilization with growth stimulant leads to improve plant nutrition conditions and increases the efficiency of mineral fertilizers. This is confirmed by our previous studies, which found that increasing of winter wheat yield is achieved by fertilizing of winter wheat crops (complex and microfertilizers). Also the influence of the average daily air temperature and the amount of precipitation during the spring-summer vegetation period and period of accumulation of nutrients in the grain on the winter wheat yield was established (Barabolia et al., 2018).

Protein and gluten content in winter wheat grain is a major indicator of its commercial and technological value (Asseng et al., 2018). Therefore, the price of grain in the world market is directly proportional to the value of these indicators. In this regard, improving the quality of grain is a pressing issue, which depends on the quality of bakery products and the selling price of products in the domestic and foreign markets.

The problem of protein content of winter wheat always encourages scientists to find ways to increase the protein content in winter wheat grain without additional agronomic measures and significant material resources. At the same time weather conditions significantly affected the process of triticale organogenesis at the early stages and yield (Mazurenko et al., 2020) and protein content is significantly affected by weather conditions, which are difficult to regulate. It is requiring more costs for increase protein content of winter wheat grain. The biochemical processes that take place in winter wheat plants under the influence of stressful weather conditions (high temperatures et al.) require more detailed study (Argentel-Martínez et al., 2019).

Recently agrarian variety policy has been aimed, first of all, at increasing the grain yields. Thus, the yields of grain crops and legumes in Ukraine in 1990–2018 varied in the range of 1.8 to 4.7 t ha⁻¹ (Central Statistical Bureau of Ukraine, 2020). It has been determined that the increase of air temperature and the number of hot days will adversely affect the crop production, which is very difficult for world food security (Tripathi et al., 2016; Ruiz-Ramos et al., 2017). It has been established that the quality of winter wheat grain raised mainly in the hot favorable conditions. They are almost opposite to the conditions in which the high yields are obtained (Mondal et al., 2013; Iqbal et al., 2017; Ruiz-Ramos et al., 2017; Pandey et al., 2019).

Another, no less important problem is that the grain protein indicator is poorly inherited in generations, since it relates to the modification variability, which, in turn, largely depends on the certain weather and climate conditions (Ferris et al., 1998). That is why, while creating new varieties of winter wheat, breeders establish only the potential capabilities of this variety, which are realized depending on the environmental conditions (Dupont et al., 2006). It has been proved (Allen & Ingram, 2002; Almeselmani et al., 2009; Narayanan, 2018), that the violation of physiological and biochemical parameters in a plant, caused by high temperature or moisture deficit, is the weaker, the greater their resistance to these conditions. Hence, it can be concluded that the more drought-resistant variety, the weaker the biochemical processes violation will be under the lower values of the hydrothermal coefficient (HTC). Accordingly, there will be less possibility of the structural connections destruction and the hydrolysis of functional compounds. But, growth of the protein content in grain more than biologically optimal level is impossible without destruction and hydrolysis (Almeselmani et al., 2012; D'Amico et al., 2013). This suggests that the drought resistance of a variety is a factor that reduces the ability
of plant to respond to HTC decrease, and ultimately to increase the protein content in winter wheat grain.

Therefore, in our opinion, the deterioration of grain quality of modern winter wheat varieties is largely due to the selection of more drought-resistant and plastic varieties. The contrast of the optimal conditions for increasing yields, on the one hand, and grain quality improvement, on the other hand, result in the opposition of the processes that occur in a plant under the stressful weather and climatic conditions. In the optimal conditions of growth and development of winter wheat plants, prevailing mass of nodal roots is located in the upper soil layers. Due to soil drying (stressful conditions), they die off and their functions pass to the germinal roots, which, in search of moisture, develop a considerable mass, using carbon dioxide. As a result, the growth of aboveground mass is inhibited, grain yield decreases, and protein content increases.

Previous researches have established features regarding the physiological mechanism of protein content variability in winter wheat grain. It has been determined that due to the lack of moisture in the stress conditions the ratio of ‘bound - free water’ increases in a plant, whereas under the optimal conditions the opposite phenomenon is observed. In turn, the reduction of moisture in the soil almost to its dead reserve leads to the nodal roots dying off with a simultaneous intensive growth of the germinal ones. At the same time, with optimal moisture and nutrients supply, the intensity of their growth is almost absent. The genetic program of winter wheat is aimed at preserving itself as a species. Such preservation is based not only on the creation of offspring but also (and equally importantly) on the stable obtaining of viable seed, which can provide seedlings in any environmental conditions, within certain limits. Thus, in the optimal weather conditions, winter wheat grain which is more adapted to germination under the similar conditions is formed. The winter wheat grain, obtained under the stress conditions, better germinates in the dry conditions. This is the biochemical essence of protein content variability depending on the weather and climatic conditions (Sidorenko & Kulik, 2007).

Studying the issue of protein content in winter wheat grain, the authors (Zhemela et al., 2007) concluded that if the amplitude of fluctuations of protein content in grain under the influence of varieties, agrarian and technical measures varies from 9 to 14%, and under the influence of weather and climatic conditions varies from 9 to 24%. As grain protein is considerably dependent on the weather and climatic conditions (Chapman et al., 2012), maximum attention should be paid to this area of research. At the same time, we state that the inability to manage weather conditions necessitates their imitation. Changes in physiological and biochemical processes similar to the natural ones would take place in the plant under such imitation.

The problem of the impact of the temperature factor, precipitation and the combination of their influence of the winter wheat generative period on grain protein content remains to be fully clarified. The search for effective ways to decrease this effect on winter wheat plants and their ability to form high protein grain in the offspring without additional costs for its production is also of high priority.

The research results of foreign and Ukrainian authors indicate that improve the quality of wheat grain due to weather conditions is an actual problem today. Following issues (confirmed or disproved hypotheses) need to discovering:
1) will the ‘encoded information’ in seed (the amount of protein substances), formed in the arid, wet or optimal conditions, affect the formation of quality indicators of grain in the offspring?

2) is it possible to influence the offspring and to increase the protein content in it by selecting a certain fraction of the seed material?

Thus, the aim of the research is to clarify the physiological and biochemical processes in the plant organism that occur in the optimal and stressful conditions, as well as to search for anthropogenic methods of their manifestation in connection with the protein content in grain

**MATERIALS AND METHODS**

To study the response of winter wheat varieties of different origin to the weather conditions during the period of seed filling and formation on the variability of protein content in the obtained products (grain), we have conducted the relevant investigations.

The experiment was carried out in the fields of the training and experimental farm of the Poltava State Agrarian Academy, which by territorial distribution belongs to the central part of the Forest-Steppe of Ukraine. The arable soil layer has the following agrochemical characteristics (Table 1).

The weather conditions were contrasting during the investigation. Deviations from a norm (average long-term indicators) of both air temperature and precipitation were fixed. These indicators were uneven at the stages of winter wheat organogenesis, especially during the period of formation and filling of winter wheat grain (Figs 1–2).

Agricultural techniques of winter wheat cultivation combined step-by-step implementation of agrarian measures: basic (disking, plowing, 3 autumn cultivations), fertilizing with 30 kg ha⁻¹ N, 60 kg ha⁻¹ P, 60 kg ha⁻¹ K (autumn plowing) and sowing taking into account the sowing qualities of seed (at the rate of 4.5 million seeds per 1 ha and taking into account the experiment factors), fertilizing with KAC (urea-ammonia mixture) in period of restoration of spring vegetation, harvesting (full grain ripening).

The experiment is multifactorial and combines two stages. The variants in the experiment were laid out by a randomized method in a fourfold repetition. The accounting area of the plot is 50 m².

The scheme of multifactorial experiment included the following factors (Fig. 3):

– factor A – the conditions in which winter wheat seed was formed at the stage 71–77 according to BBCH codes: A.1 – optimal (HTC is about 1.0), A.2 – arid (HTC < 1.0), A.3 – wet (HTC > 1.0);

– factor B – winter wheat varieties: B.1 – ‘Chyhyrynka’ (Ukrainian plant breeding) and B.2 – ‘Kubus’ (foreign plant breeding);

Table 1. Characteristics of the soil conditions of the experimental field

<table>
<thead>
<tr>
<th>Soil type</th>
<th>Typical podzolic black soil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humus content</td>
<td>3.07–3.23%</td>
</tr>
<tr>
<td>Moving phosphorus content</td>
<td>10 mg per 100 gram of soil</td>
</tr>
<tr>
<td>Exchangeable potassium content</td>
<td>13 mg per 100 gram of soil</td>
</tr>
<tr>
<td>Degree of soil saturation with substrates</td>
<td>84–87%</td>
</tr>
<tr>
<td>pH (salt)</td>
<td>6.8–7.1</td>
</tr>
<tr>
<td><em>Hydrolytic acidity</em></td>
<td>4.37–9.9 mg eqv⁻¹</td>
</tr>
</tbody>
</table>
– factor C – size of seed material: C.1 – initial seed sample (control), (TKW 40.8 ± 0.5 g), C.2 – large seed (TKW 50.4 ± 0.5 g), C.3 – average seed (TKW 41.5 ± 0.3 g), C.4 – fine seed (TKW 30.6 ± 0.7 g).

Figure 1. Weather conditions (precipitation) during spring-summer vegetation of winter wheat, 2012–2016. 
Note: dec- ten day period; Perennial – average value of long-term data.

Figure 2. Weather conditions (air temperature) during spring-summer vegetation of winter wheat, 2012–2016. 
Note: dec- ten day period; Perennial – average value of long-term data.
Analyses and accountings during vegetation period were performed according to the generally-accepted methods (Tekrony, 2006; Tkachyk, 2014).

Hydrothermal coefficient (HTC) was determined by the formula that reflects both temperature factor and precipitation during the certain period (period of grain formation and filling). Hydrothermal coefficient (HTC), precipitation and the air temperature (above +10) were calculated by the following relation:

\[
HTC = \frac{\sum R \times 10}{\sum t},
\]

where \( R \) – is the sum of precipitation (mm) during the period; \( t \) – the sum of average daily temperatures °C during the same period; 10 – coefficient.

The given condition, if HTC < 0.4 – very strong drought, HTC from 0.4 to 0.5 – strong drought, HTC from 0.6 to 0.7 – medium drought, HTC from 0.8 to 0.9 – weak drought, HTC from 1.0 to 1.5 – sufficiently wet conditions, HTC > 1.5 – excessively wet conditions.

Yield was calculated on each plot of land, weighing grain from each variant by repetitions. Protein content in wheat grain was determined according to Kjeldahl method (by Kjeldahl digestion) (Kjeldahl, 1983).

The research results were calculated by the dispersion analysis (ANOVA and MANOVA) in order to define the significant differences between the variants. Fisher’s LSD test \((p < 0.05)\) was applied to determine the effect of weather conditions and significance assessment on the grain quality. Correlation-regression analysis using correlation coefficients \((r)\) and trait determination \((d)\) at significance levels \((p < 0.05)\) was also applied.

RESULTS AND DISCUSSION

Effect of HTC and variety on protein content

The data on air temperature and precipitation was used in order to characterize the weather conditions of the period of grain formation and filling. HTC has been calculated for each year as well.

It has been determined that the weather conditions during the research years – in the period from jelly-like state to full grain ripening differed from each other (Table 2).
Table 2. Characteristics of the climatic factors in the period from jelly-like state to full ripening of winter wheat grain

<table>
<thead>
<tr>
<th>Research year</th>
<th>Period duration, days</th>
<th>Sum of active air temperatures, °С</th>
<th>Sum of precipitation, mm</th>
<th>HTC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>average</td>
<td>deviance from a norm</td>
<td>average</td>
</tr>
<tr>
<td>2012</td>
<td>24.0</td>
<td>68.4</td>
<td>-8.7</td>
<td>8.6</td>
</tr>
<tr>
<td>2013</td>
<td>28.0</td>
<td>67.8</td>
<td>-9.3</td>
<td>36.4</td>
</tr>
<tr>
<td>2014</td>
<td>22.0</td>
<td>60.6</td>
<td>-16.5</td>
<td>1.3</td>
</tr>
<tr>
<td>2015</td>
<td>23.0</td>
<td>60.5</td>
<td>-16.4</td>
<td>0.8</td>
</tr>
<tr>
<td>2016</td>
<td>25.0</td>
<td>70.3</td>
<td>-6.8</td>
<td>10.9</td>
</tr>
<tr>
<td>Norm (average annual value)</td>
<td>-</td>
<td>77.0</td>
<td>-</td>
<td>4.0</td>
</tr>
</tbody>
</table>

It has been determined that the duration of the period of winter wheat seed formation and filling is longer, if HTC is lower, and vice versa.

The period of seed formation and filling in 2012 was at the average daily air temperature of 22.8 °C, which is 2.9 °C below the average annual temperature. The effective temperature sum was 68.4 °C. The period was characterized by precipitation at the level of 18.6 mm, while the average annual precipitation was 4.0 mm. The hydrothermal coefficient was 1.3, indicating the sufficiently wet conditions of this period. Excessively wet conditions were formed during the winter wheat seed formation in 2013: the temperature factor was below the norm by 3.1 °C, and the precipitation was excessive – more than the norm by 32.4 mm, the HTC was at a level of 5.4. During 2014 and 2015, the average daily air temperature raised from 17.0–20.7 (jelly-like state of grain) to 22.5–22.7 °C (waxy grain ripening) while precipitation decreased by 3.2–3.7 mm compared to the norm.

The average daily air temperature in 2016 during the period of grain filling and formation was almost at the level of norm, and precipitation is higher by 6.9 than HTC – at the level of 1.6.

Therefore, the results of observations described the periods of wheat grain formation and filling in the conditions of 2012 and 2016 as the sufficiently wet conditions, 2014 and 2015 as very arid, and 2013 as excessively moist.

Weather conditions significantly affected the protein content in winter wheat grain of the studied varieties (Table 3). That is why, the conditions of the period of grain formation and filling have been distinguished as follows: close to the optimal (2012 and 2016), arid (2014 and 2015), and wet (2013). This made it possible to fairly analyze their effect on the accumulation of protein content in winter wheat grain, grain and protein yield, which subsequently served as a seed material for the second stage of research.

High precipitation during the period of seed formation and ripening and low average daily air temperature in 2013 reduced the protein content in winter wheat grain of the studied varieties. The protein content was lower in grain, which was formed in the conditions close to optimal (2012 and 2016). The best quality of grain was provided by winter wheat varieties in 2014 and 2015 in arid and stressful conditions during the period of grain formation and filling.
Table 3. Winter wheat yield and Protein content in grain of ‘Chyhyrynka’ and ‘Kubus’ varieties, 2012–2016

<table>
<thead>
<tr>
<th>Conditions of seed formation (Factor A)</th>
<th>Varieties (Factor B)</th>
<th>Protein content in grain, %</th>
<th>Grain yield, kg ha(^{-1})</th>
<th>Protein yield, kg ha(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal</td>
<td>Chyhyrynka</td>
<td>13.0(^{a})</td>
<td>4,400.0(^{a})</td>
<td>572.0(^{a})</td>
</tr>
<tr>
<td></td>
<td>Kubus</td>
<td>13.4(^{b})</td>
<td>4,800.0(^{b})</td>
<td>643.2(^{b})</td>
</tr>
<tr>
<td>Dry</td>
<td>Chyhyrynka</td>
<td>13.9(^{a})</td>
<td>3,900.0(^{a})</td>
<td>542.1(^{a})</td>
</tr>
<tr>
<td></td>
<td>Kubus</td>
<td>14.0(^{b})</td>
<td>4,100.0(^{b})</td>
<td>569.9(^{b})</td>
</tr>
<tr>
<td>Wet</td>
<td>Chyhyrynka</td>
<td>12.7(^{a})</td>
<td>4,500.0(^{a})</td>
<td>571.5(^{a})</td>
</tr>
<tr>
<td></td>
<td>Kubus</td>
<td>13.2(^{b})</td>
<td>4,900.0(^{b})</td>
<td>646.8(^{b})</td>
</tr>
</tbody>
</table>

MANOVA: Factor A \(^{a}\), Factor B \(^{ab}\). Different letters indicate significant differences. Significant effects: \(p < 0.05\) (*). Same letters indicate that no significant differences were found.

On the basis of correlation-regression analysis, a similar effect of weather conditions on the HTC index of the period of grain formation and filling on the protein content in winter wheat grain, irrespective of the origin of the varieties, has been determined (Fig. 4).

![Protein content vs HTC](image)

**Figure 4.** Dependence (according to the coefficient of approximation of traits) between protein content in grain of winter wheat variety ‘Chyhyrynka’ (a) and variety ‘Kubus’ (b) and HTC of the period of seed formation and ripening, 2012–2016.

The strong correlation was observed \((R^2 = 0.97)\) during the interaction of HTC (period of grain formation and filling) and protein content in winter wheat grain of variety ‘Chyhyrynka’. The variety ‘Kubus’ shows a similar dependence: in dry years of the period of grain formation and filling at HTC, the protein content increases in the dry season, these indicators have a correlation of mean force was observed \(R^2 = 0.66\).

Our researches are consistent with the data obtained by the authors (Linana & Ruza, 2015). They found the following peculiarity: if during the period of grain ripening, warm weather with the lowest precipitation is observed, wheat accumulates more protein. The amount and quality of gluten was mostly affected by the weather conditions of the research year, but the variety also slightly affected the variability of the grain protein content (Linina & Ruza, 2015).
Other studies of these authors (Linina & Ruza, 2018) determined the impact of nitrogen application and growing technology on the yield and found a medium strong positive correlation between HTC in the period from the formation to the ripening of winter wheat grain.

Petrenko et al., 2017 found out that wheat grain, grown by the intensive farming system, had better quality than other variants of the experiment. In some experimental years, weather conditions played an important role in the formation of baking properties, as well as the efficiency of plant nutrition and protection was noted.

In the following experiment, the authors (Mäkinena et al., 2018) evaluated the sensitivity of European wheat yields to the extreme weather phenomena connected with the sowing phenology while testing varieties across Europe (latitude from 37.21 °C to 61.34 °C and longitude from 6.02 °C to 26.24 °C) in the period of 1991–2014. All observed agro-climatic extremes (≥ 31 °C, ≥ 35 °C, or drought from ear formation to seed ripeness; excessive precipitation; heavy precipitation and low global radiation) resulted in significant yield losses of the studied European varieties. There were no European wheat varieties that responded positively to drought after sowing at + 10 °C or to low temperatures in winter (in the range of −15 °C and −20 °C). These data correspond to our investigations, carried out in the conditions of the central Forest-Steppe of Ukraine.

Effect of seed formation and fraction of seed material on protein content and yield

The second stage of the research involved the study of influence of the conditions of seed formation and its size on the protein content in grain of the new winter wheat yield (Table 4, 5).

**Table 4.** Winter wheat yield and Protein content in grain of variety ‘Chyhyrynka’ in relation to the period of seed formation and ripening and its size, 2017–2019

<table>
<thead>
<tr>
<th>Conditions of seed formation (Factor A)</th>
<th>Seed fraction (Factor C)</th>
<th>Protein content in grain, %</th>
<th>Grain yield, kg ha⁻¹</th>
<th>Protein yield, kg ha⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Optimal</strong></td>
<td>control</td>
<td>13.7</td>
<td>3,800.0</td>
<td>520.6</td>
</tr>
<tr>
<td></td>
<td>large</td>
<td>13.4</td>
<td>4,200.0</td>
<td>562.8</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>13.8</td>
<td>4,400.0</td>
<td>607.2</td>
</tr>
<tr>
<td></td>
<td>fine</td>
<td>14.1</td>
<td>4,900.0</td>
<td>690.9</td>
</tr>
<tr>
<td><strong>Dry</strong></td>
<td>control</td>
<td>13.6</td>
<td>3,900.0</td>
<td>530.4</td>
</tr>
<tr>
<td></td>
<td>large</td>
<td>13.8</td>
<td>4,400.0</td>
<td>607.2</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>14.2</td>
<td>4,500.0</td>
<td>639.0</td>
</tr>
<tr>
<td></td>
<td>fine</td>
<td>14.5</td>
<td>5,000.0</td>
<td>725.0</td>
</tr>
<tr>
<td><strong>Wet</strong></td>
<td>control</td>
<td>13.2</td>
<td>5,400.0</td>
<td>712.8</td>
</tr>
<tr>
<td></td>
<td>large</td>
<td>13.0</td>
<td>5,700.0</td>
<td>741.0</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>13.3</td>
<td>6,200.0</td>
<td>824.6</td>
</tr>
<tr>
<td></td>
<td>fine</td>
<td>13.7</td>
<td>5,900.0</td>
<td>808.3</td>
</tr>
<tr>
<td><strong>LSD_{0.05}(Factor A)</strong></td>
<td></td>
<td>0.06</td>
<td>11.3</td>
<td>12.9</td>
</tr>
<tr>
<td><strong>LSD_{0.05}(Factor C)</strong></td>
<td></td>
<td>0.04</td>
<td>75.4</td>
<td>6.5</td>
</tr>
<tr>
<td><strong>LSD_{0.05}(Factor A and C)</strong></td>
<td></td>
<td>0.08</td>
<td>8.1</td>
<td>7.8</td>
</tr>
</tbody>
</table>

*Note – The obtained differences between the variants of winter wheat variety ‘Chyhyrynka’ are confirmed by the mathematical analysis MANOVA.*
Table 5. Winter wheat yield and protein content in grain of variety ‘Kubus’ in relation to the period of seed formation and ripening and its size, 2017–2019

<table>
<thead>
<tr>
<th>Conditions of seed formation (Factor A)</th>
<th>Seed fraction (Factor C)</th>
<th>Protein content in grain, %</th>
<th>Grain yield, kg ha(^{-1})</th>
<th>Protein yield, kg ha(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal</td>
<td>control</td>
<td>13.8</td>
<td>4,700.0</td>
<td>648.6</td>
</tr>
<tr>
<td></td>
<td>large</td>
<td>13.6</td>
<td>5,000.0</td>
<td>680.0</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>14.1</td>
<td>5,200.0</td>
<td>733.2</td>
</tr>
<tr>
<td></td>
<td>fine</td>
<td>14.3</td>
<td>5,900.0</td>
<td>843.7</td>
</tr>
<tr>
<td>Dry</td>
<td>control</td>
<td>13.9</td>
<td>4,800.0</td>
<td>667.2</td>
</tr>
<tr>
<td></td>
<td>large</td>
<td>14.2</td>
<td>5,300.0</td>
<td>752.6</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>14.6</td>
<td>6,100.0</td>
<td>890.6</td>
</tr>
<tr>
<td></td>
<td>fine</td>
<td>14.8</td>
<td>6,400.0</td>
<td>947.2</td>
</tr>
<tr>
<td>Wet</td>
<td>control</td>
<td>13.3</td>
<td>5,100.0</td>
<td>678.3</td>
</tr>
<tr>
<td></td>
<td>large</td>
<td>13.5</td>
<td>5,300.0</td>
<td>715.5</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>13.8</td>
<td>5,900.0</td>
<td>814.2</td>
</tr>
<tr>
<td></td>
<td>fine</td>
<td>13.6</td>
<td>5,600.0</td>
<td>761.6</td>
</tr>
<tr>
<td>LSD(_{0.05})(Factor A)</td>
<td></td>
<td>0.04</td>
<td>108.2</td>
<td>13.4</td>
</tr>
<tr>
<td>LSD(_{0.05})(Factor C)</td>
<td></td>
<td>0.02</td>
<td>71.3</td>
<td>7.5</td>
</tr>
<tr>
<td>LSD(_{0.05})(Factor A and C)</td>
<td></td>
<td>0.05</td>
<td>80.4</td>
<td>8.9</td>
</tr>
</tbody>
</table>

*Note – The obtained differences between the variants of winter wheat variety ‘Chyhyrynka’ are confirmed by the mathematical analysis MANOVA.

It has been found that the protein content in winter wheat grain of variety ‘Chyhyrynka’ varied in the range of 13.0 to 14.5%, grain yield varied from 3,800 to 6,200 kg ha\(^{-1}\), protein yield varied from 520.6 to 824.6 kg ha\(^{-1}\) depending on the studied factors. The lowest protein content in winter wheat grain was formed during sowing with large seed: in the range of 13.0 to 13.8%, protein yield –520.6; 530.4 and 712.8 kg ha\(^{-1}\). Index of protein yield depending on grain yield also.

Variety ‘Chyhyrynk’ a provided the highest protein content in winter wheat of the new yield by sowing fine seed, obtained in the optimal conditions (14.1%) and arid conditions (14.5%). The shallow fraction of seed, obtained in the wet years, although increases the protein content in winter wheat grain, but this index was greatly lower (< 14.0%) compared to grain, formed during the optimal and dry years. In research years increase in protein yield was formed during sowing with small seeds fraction, except wet conditions where increase in protein yield was formed during sowing with average seeds fraction.

Protein content in winter wheat grain of variety ‘Kubus’ varied in the range of 13.1 to 14.8% depending on the studied factors. The lowest protein content in grain was formed during sowing with large seed: in the range of 13.5 to 13.9%. Protein yield from 843.7–947.2 kg ha\(^{-1}\) was formed during sowing with small seeds fraction, except wet conditions of seeds forming where protein yield (814.2 kg ha\(^{-1}\)) was formed during sowing with average seeds fraction (Table 5).

Winter wheat variety ‘Kubus’ provided the highest protein content in grain due to sowing with fine seed that was formed under the optimal conditions (14.3%) and the arid conditions (14.8%). Compared to the control and other variants, the shallow fraction of seed, obtained in wet years, did not increase the protein content in winter wheat grain and protein yield.
Graphs 3-D show and confirm the connection between the conditions of the period of seed formation and filling, its size and protein content (Fig. 5).
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**Note:** C.1 is the initial sample of winter wheat seed (control), C.2 is the large winter wheat seed, C.3 is the average winter wheat seed, C.4 is the fine winter wheat seed.

**Figure 5.** Connection between the seed growing conditions, its size and protein content in grain of wheat varieties: а – variety ‘Chyhyrynka’, b – variety ‘Kubus’, 2017–2019.

While establishing a correlation between protein content and seed size, it has been determined that these indicators are interdependent at $r = 0.59$ for winter wheat variety ‘Chyhyrynka’ and $r = 0.53$ for variety ‘Kubus’.

Our researches correspond with the findings of scientists (Savill et al., 2018) who have developed a new method of analysis for the quantitative assessment of both protein concentration gradients and protein body size distribution in wheat plants endosperm. The plants were grown at two different temperatures (20.0 °C or 28.0 °C) during the period of seed formation and filling. It has been determined that the protein content of wheat grain also varies depending on the fertilizing options: high or low nitrogen content. The authors of the publication found out that increased temperatures of the period of generative development of wheat at the background of high nitrogen supply increases the protein content of grain. This feature can also be used in the plant breeding process (Pereira & Coimbra, 2019).

The results of field experiments by other scientists (Popko at al., 2018) showed that the application of amino acid-based products had an effect on growth of the grain yield of winter wheat (5.4% and 11%, respectively, when using AminoPrim at a dose of 1.0 L ha$^{-1}$ and AminoHort at a dose 1.25 L ha$^{-1}$) in comparison with the control group (without biostimulant). Laboratory trials have shown the improvement of such technological characteristics of winter wheat grain, as ash content, Zeleny sedimentation index and protein content. This is in line with the perspectives of our further investigations, which will aim at the determination of the effect of weather conditions and foliar nutrition with chelate preparations in the different phases of winter wheat growth and development on its yield and grain quality. The study of the complex effect
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of weather conditions and agrarian measures of cultivation in connection with the size of winter wheat seed and protein content is also envisaged.

CONCLUSIONS

1. The nature of the physiological mechanism and the biochemical essence of the protein content in winter wheat grain under the influence of weather factors have been discovered on the basis of intellectual search and experimental studies. Dependencies have been established: stressful conditions of wheat cultivation at high air temperature and low-effective precipitation during the period of grain formation and filling increase the protein content in it, and vice versa.

2. The tendency of impact of temperature and precipitation of the period of seed formation and filling in winter wheat maternal plants on quality of the obtained grain has been determined. It has been found out that the highest protein content in grain of the studied winter wheat varieties was observed at the low hydrothermal coefficient (< 0.5). The correlation between protein content in grain and HTC of the period of seed formation and ripening of winter wheat variety $R^2 = 0.97$ for variety ‘Chyhyrynka’ and $R^2 = 0.66$ for variety ‘Kubus’.

3. The variability of protein content in winter wheat grain was determined depending on the formation conditions and in relation to the size of seed fraction of the offspring. When sowing larger seed, the protein content in obtained grain of variety ‘Chyhyrynka’ will be lower by 0.6–0.7% and protein content of variety ‘Kubus’ will be lower by 0.6–0.8%, compared to the sowing of fine seed. The correlation between grain protein content and seed size has been confirmed at $r = 0.59$ for variety ‘Chyhyrynka’ and $r = 0.53$ for variety ‘Kubus’. It is established that sowing with medium and small seeds fraction obtained in optimal and dry conditions allows to increase grain yield, protein content and yield at the same time. Small seeds obtained in humid conditions do not increase grain and protein yield. This regularity is established for both varieties.
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Feasibility study of the grinding process of grain materials
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Abstract. For a comparative assessment of the effectiveness of various types of grinders of grain materials, various approaches are used. As the main criterion, the correspondence of the crushed material according to the particle size distribution can be taken as an indicator of the reliability of the grinding process. A comparative assessment of rotary crushers is carried out using the technical and economic indicator $E_g$, which is the ratio of total costs to the implementation of a given amount of work. Under the reliability of the grinding process, we have accepted the condition that the particle size distribution will comply with the requirements for agricultural feeding animals, which is possible while maintaining a rational gap between the stator and rotor riffles. The contradiction manufacturing techniques for the experiment are divided into: option No. 1 – steel 3 (HRC 10–12), option No. 2 – steel 45 (HRC 15–17), option No. 3 – hardened steel 45 (HRC 45–50), option No. 4 – steel 45 hardened and having a thin-film coating of FPH (finish plasma hardening), microhardness of 13 GPa. If reliability of the grinding process equal to 80%, wear on the fourth option, the cost was 1,171 rubles per ton, which is 16% lower than the cost of the first version of the production of a rotor crusher equal to 1,405 rubles per ton, respectively, this all speaks of the possible use of the proposed options for various forms of ownership of agricultural enterprises.

Key words: grain crushing, rotary crusher, working clearance, finished product quality, reliability of the grinding process, cutting element, wear resistance, feasibility.

INTRODUCTION

One of the main operations of preparing feed for feeding is the grinding of grain materials. Its implementation accounts for up to 75% of energy and 45% of labor costs. High quality and aligned size distribution of the crushed grain material are providing increase animal productivity and are the criteria it evaluating the performance of grinding devices (Lebedev et al., 2016).

Currently, hammer and impact centrifugal crushers are widely used in feed preparation lines, but during their operation, the content of the dust fraction increases to 30% with fine grinding, and under-crushed to 20% with coarse (Lebedev et al., 2012; Iskenderov et al., 2018).
The practice of operating hammer crushers has shown that there is a problem of excessive wear of the working bodies and low quality grinding of grain material, which decreases significantly with increasing humidity. The hammers of feed crusher have a minimum resource (their service life is from 72 to 300 hours). Resource of other working bodies is up to 2 times higher. However, this trend leads to the need for about 50 maintenance services per year. The data of the experiment we conducted in the agricultural production cooperative ‘Kazminsky’ in the Stavropol Territory, Russian Federation on the DM-10 hammer crusher are shown in Fig. 1. New sieve and hammers were installed on the it. Tests were carried out during the 35 days (every week 5 kg of crushed seed were selected). The weekly threshing was about 300 tons (Lebedev et al., 2012).

As can be seen in the graph of Fig. 1, the average particle size in the first period of operation was 1.72 mm for a given grinding module $M = 1.8–2.6$ mm, i.e. the finished product contained more fine particles. Subsequently, an increase in the average particle size was observed. At the beginning of operation of the crusher the fraction of overgrinding was 42.4%, under-crushed 15.2%, at the end 26.2%, and 26.8%, respectively. This is due to the wear of sieve and hammers, which lost an average of 4.5 kg from the initial mass of 24.7 kg. For the entire experiment, the amount of ground mass corresponding to a given grinding module did not exceed 47%. And although the average particle size was in the specified range, in fact, only half of the feed mixture met the zootechnical requirements (Lebedev et al., 2012).

Thus, with the wear of the working bodies of the crusher, the degree of grinding of the starting material will also change. But the studies of grinders are mainly aimed at improving the structural and technological schemes of grinding, determining the optimal design or modes of its operation. Moreover, the analysis shows that the development of issues of increasing the durability of the working bodies of shredders is currently gaining particular importance.
In addition to everything, the question more often arises of the appropriateness of using and manufacturing hammer crushers, and way of replacing them with more modern designs that provide the best indicators with high-quality grinding (Sabirov et al., 2018; Thomas et al., 2018), for example, horizontal rotor crushers (Patent EA 026179, 2017).

The development of new and modernization of existing designs of crushers to provide animals with high-quality feeds is becoming an increasingly popular and urgent task against the backdrop of an annual increase in food prices. At the same time, there is a need to create new, more informative methods for evaluating grinding, both from the qualitative and the technical and economic aspects of this important technological process (Lebedev et al., 2011; Tumuluru et al., 2014; Sabirov et al., 2019).

**MATERIALS AND METHODS**

Experiments on grain refinement winter wheat were carried out on a horizontal rotary crusher produced in the training workshop of FSBEI HE ‘Stavropol State Agrarian University’. The design of the crusher without changing initials parameters correspond, description in the (Lebedev et al., 2018; Iskenderov et al., 2019) and shown in Fig. 2.

Clarification of rational technical and economic indicators was carried out by performing a cutting element 5 of various structural materials. To carry out the experiment were made 3 cutting element with a length of 0.06 m. Each of them (Fig. 3, a) consisted of 4 independent segments of the same size, they are put on the rod base. These segments different depending on the type of steel grade and its processing technology are divided into: Option No. 1 – St3 (HRC 10–12), Option No. 2 – Steel 45 (HRC 15–17), Option No. 3 – Steel 45 hardened (HRC 45–50), Option No. 4 – Steel 45 hardened and having a thin-film coating of FPH (finish plasma hardening), microhardness of 13 GPa. The segments, as shown in Fig. 3, b, were marked on the back (number of the experimental group from 1 to 3) and side (number of the type of manufacturing technology from 1 to 4).

The replaceable rotor surfaces of the prototype crusher were made of hardened Steel 45, with a hardness of HRC 45–50, their diameter was $D = 0.1$ m, and their length $l = 0.06$ m. The geometric parameters of the rotor riffles for grinding wheat were as

![Figure 2. Scheme of a prototype rotary crusher: 1 – receiving hopper; 2 – damper; 3 – plugs in add. places of a loading window; 4 – a stator; 5 – cutting element; 6 – a rotor; 7 – a removable surface of a rotor; 8 – fastenings of a surface of a rotor; 9 – a lining for variation of a backlash; 10 – fastening and caps in add. locations of the counter-blade; 11 – discharge hopper; 12 – plugs in add. places of unloading; 13 – limiting lip; 14 – places of unloading; 15 – frame.](image_url)
follows: the number of riffs on the rotor is 38, with a pitch of \( t = 8 \) mm and the height of the riffle \( h = 1.2 \) mm, the angle of the riffle tip is 60°, and the wall angle 15° (Fig. 3, c) (Iskenderov et al., 2018; Iskenderov et al., 2019). During operation of the rotor crusher to maximum wear, an increase in the gap occurs between the rotor and cutting element, which, with the corresponding operating time, also causes a process disruption in the form of crushed grain material that does not meet the specified quality.

![Image](image_url)

**Figure 3.** General view of: the cutting element (a), markings its segments (b) and the grinding zone in a horizontal rotary crusher (c).

To determine the probability of failure-free operation of the rotary crusher, we establish the relationship between its reliable and unreliable applications. Therefore, for the subsequent evaluation of the grinding process, an indicator of the actual grinding result was used. The grinding process is reliable provided that the particle size distribution meets the specified requirements for feeding livestock and poultry. Then, as an unreliability of the process, the appearance in the finished product of non-crushed and over-crushed grain fractions was considered.

Under normal operating conditions, the rotor crusher in question does not produce more than 5% of substandard products. In this case, the detection of undestructed wheat grains occurs with a gap between the stator and the rotor having more than 0.8 mm. This is due to the wear of their working surfaces, primarily the cutting element, which perceives several times more impacts per revolution of the rotor.

One indicator of equipment reliability is the probability of uptime. Considering the grinding process, based on the theory of reliability, we take that the under-crushed grain material is a failure of the system:

\[
P(g) = 1 - F(g),
\]

where \( P(g) \) – the probability of uptime; \( F(g) \) – the probability of failure or the occurrence of a under-crushed grain.

Fig. 4 shows the dependence that characterizes the changes in the main characteristics of the process of grinding grain in a rotary crusher.

As can be seen in the Fig. 4, grind with the observance of the required quality (for a specific grinding module) is characterized by almost 100% process reliability, that is, up to the section with the value of \( W_0 \). With further operation of the grinder, the probability of failure increases, which is characterized by the formation on the graph of the zone with a violation of the quality of grinding. At the same time, the probability of failure-free work begins to decline.
Figure 4. Theoretical probability of failure-free operation of the rotor crusher depending on the wear of the rotor and stator.

Any crusher has a state of equilibrium – the optimum reliability of the grinding process. After reaching and overcoming this boundary, operability drops and it is advisable to carry out preventive or scheduled maintenance to restore it.

Depending on the operating conditions, different requirements can be applied to the quality of grinding of the grain material, that is, a different value of the process reliability. For example, with an average level of wear of $W_{med}$ work surfaces, which corresponds to the reliability of the grinding process of 50%, the crushed grain will contain both large fractions and very fine particles of the finished product. If their separation is carried out, the first (large) fraction can be used as feed for poultry, and small for pigs. However, often modern producers tend to use fast and productive methods of animal husbandry without intermediate feed preparation operations, as this entails additional energy and time costs.

So, the higher the reliability of the process, the more products of a given quality will be generated by the crusher, and the more preventive work will be required to maintain a given level of wear resistance of work surfaces. We take the optimal gap size for the $W_{opt}$ rotary crusher, which meets the specified requirements for the quality of the crushed product and $85 \pm 5\%$ process reliability. For a more accurate and informative monitoring of the process reliability, we use the indicator of the actual result of the $A_{rg}$ process (Lebedev, 2011). Using this indicator, we get:

$$A_{rg} = \frac{P(g)}{F(g)}$$

where $A_{rg}$ – indicator of actual result of grinding process.

When calculating the reliability indicators of the rotor crusher, variation coefficients are used, which make it possible to choose the distribution law (normal or Weibula). The calculations were performed automatically in the MSExcel environment, based on the quality indicators obtained during operational tests of the rotary crusher.
For a comparative assessment of the effectiveness of various types of grinders of grain materials in practice, various approaches are used. A feature of our approach is the condition for an objective assessment of various types and types of grinders according to the quality of the grinding process, which is the purpose of these machines. Such an indicator, in our opinion, is the reliability of the process being implemented. The main criterion in assessing the reliability index of the grinding process is the goal function, that is, the whole crushed mass must correspond in terms of particle size distribution to the given module and degree of grinding.

A comparative assessment of rotary crusher is carried out using the technical and economic indicator $E_g$, which is the ratio of the total costs $C_t$ of a predetermined space of work $S_w$ and is determined by the formula:

$$E_g = \frac{C_t}{S_w}$$  \hspace{1cm} (3)

The total cost of performing a given amount of work $S_w$ can be determined by the formula:

$$C_t = C_m + C_l + C_e + C_{pw} \cdot k$$  \hspace{1cm} (4)

where $C_m$—manufacturing cost; $C_l$—the cost of labor when grinding the mass of grain; $C_e$—the cost of energy consumed by grinding grain mass; $C_{pw}$—costs of preventive work; $k$—number of preventive work.

In view of the above, additional prophylaxis must be carried out upon reaching the rejection wear of the cutting element of rotor crusher $W_{opt}$ corresponding to the reliability of the technological process 80–90%. It should take into account the additional costs, related to the elimination of the $S_w$ revealed deviations in the grinding and used for additional crushing volume of products $S_w$ not corresponding task parameters.

Feasibility study criterion $E_g$ cereal material grinding process at maximum wear working surfaces of the rotor and a cutting element must consider violation process and compensation additional costs for bringing the entire predetermined amount of work to the required quality. In this case, its value can be determined from the expression:

$$E_g = \frac{C_t}{S_w - S_w \Delta} + \frac{C_{\Delta}}{S_w \Delta}$$  \hspace{1cm} (5)

Reducing the scope of work $S_w \Delta$ does not match the standards of the grinding is possible during timely preventive maintenance or by reducing wear of the cutting surface during the operation of the crusher. To calculate the basic indicators of costs, generally accepted methods of economic calculation are used to evaluate agricultural technical means. The total cost values may differ taking into account depreciation and costs different for each country and other indicators associated with the characteristics of certain industries, so we did not specifically take them into account. First of all, the feasibility study presented is aimed at identifying the possibility and profitability of increasing the reliability of the grinding process through the use of highly wear-resistant structural materials, taking into account the costs of their use.

**RESULTS AND DISCUSSION**

The analysis of the experimental results in Fig. 5 showed that the wear of the cutting element during running to its limit value (resource), on average, amounted to $W = 1.26–1.48$ mm. These data correspond to the values of wear, which are determined
in real operating conditions. When evaluating the efficiency of the grinding process according to the proposed method, the reliability indicator is $P(g) = 10\text{--}25\%$, and the actual result indicator is extremely low -- $A_{rg} = 0.1\text{--}0.3$.

The obtained dependences are used to determine the amount of wear of the cutting edge (riffler) of the cutting element, which corresponds to the specified quality of grinding, according to the level of reliability of this process. So, for reliability $P(g) = 80\text{--}90\%$, the maximum allowable clearance should not exceed the range of 1.09--1.15 mm under these operating conditions.

The data obtained make it possible to build the dependences of ensuring the guaranteed grinding process on the tolerance for wear of the riffler of the cutting element, forming a gap between the working surfaces of the rotor and it. After an increase in the clearance value of more than 0.9 mm, periodically occurring failures in the loss of operation of the rotor crusher occur, consisting in a deviation of the norm of grinding of agricultural crops and the passage of full size grains. When changing the reliability of the grinding process by 10\%, which corresponds to a change in the gap by 0.19 mm, out of 10 threshed tons of agricultural products, 1 ton does not meet the specified grinding requirements.

Therefore, to perform grain grinding with a process reliability of 90\%, excluding disturbances in the operation of the rotary crusher, it is recommended to timely control the gap between the cutting element and the rotor at the level of 1.09 mm.

Techno-economic assessment of increasing resource rotor crusher with reference to four embodiments considered producing cutting element, for which made experiments with the grain of wheat s varieties ‘Yuka’, having microtrauma of seeds 27\% and the content of mineral impurities 0.4\%. Experiments were carried out at other equal conditions (the drive power of the electric motor of 1.5 kW, the length of the working part $l = 0.06$ m,

Figure 5. Dependence of reliability grinding process of grain materials wear rifflers cutting element.
the diameter of the rotor 0.1 m, circumferential speed of the rotor \( v = 5 \text{ m s}^{-1} \) and design parameters, which provided to productivity 0.3 ton h\(^{-1}\) (Table 1).

Table 1. The results of the evaluation of the technical and economic efficiency of the proposed options for rotary crushers

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Units</th>
<th>Options 1</th>
<th>Options 2</th>
<th>Options 3</th>
<th>Options 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_w )</td>
<td>ton</td>
<td>40.4</td>
<td>46.8</td>
<td>77.2</td>
<td>171.2</td>
</tr>
<tr>
<td>( S_{w80%} )</td>
<td>ton</td>
<td>29.6</td>
<td>34</td>
<td>56.8</td>
<td>140</td>
</tr>
<tr>
<td>( S_{wA80%} )</td>
<td>ton</td>
<td>10.8</td>
<td>12.8</td>
<td>20.4</td>
<td>31.2</td>
</tr>
<tr>
<td>( S_{w50%} )</td>
<td>ton</td>
<td>34</td>
<td>39.2</td>
<td>65</td>
<td>152.8</td>
</tr>
<tr>
<td>( S_{wA50%} )</td>
<td>ton</td>
<td>6.4</td>
<td>7.6</td>
<td>12.2</td>
<td>18.4</td>
</tr>
<tr>
<td>Time of work</td>
<td>hour</td>
<td>134</td>
<td>156</td>
<td>257</td>
<td>570</td>
</tr>
<tr>
<td>( C_m )</td>
<td>rubles</td>
<td>6,500</td>
<td>6,800</td>
<td>9,000</td>
<td>15,000</td>
</tr>
<tr>
<td>( C_c )</td>
<td>rubles</td>
<td>480</td>
<td>559</td>
<td>921</td>
<td>2,042</td>
</tr>
<tr>
<td>( C_t )</td>
<td>rubles</td>
<td>16,750</td>
<td>19,500</td>
<td>32,125</td>
<td>71,250</td>
</tr>
<tr>
<td>( C_{pw} )</td>
<td>rubles</td>
<td>300</td>
<td>1,000</td>
<td>1,400</td>
<td>1,950</td>
</tr>
<tr>
<td>( C_t )</td>
<td>rubles</td>
<td>24,030</td>
<td>2,7859</td>
<td>43,446</td>
<td>90,242</td>
</tr>
<tr>
<td>( E_g )</td>
<td>rubles ton(^{-1})</td>
<td>594</td>
<td>595</td>
<td>562</td>
<td>527</td>
</tr>
<tr>
<td>( C_{A80%} )</td>
<td>rubles</td>
<td>6,423</td>
<td>7619</td>
<td>11,480</td>
<td>16,445</td>
</tr>
<tr>
<td>( E_{g80%} )</td>
<td>rubles ton(^{-1})</td>
<td>1,405</td>
<td>1,414</td>
<td>1,326</td>
<td>1,171</td>
</tr>
<tr>
<td>( C_{A50%} )</td>
<td>rubles</td>
<td>3,801</td>
<td>4,522</td>
<td>6,856</td>
<td>9,696</td>
</tr>
<tr>
<td>( E_{g50%} )</td>
<td>rubles ton(^{-1})</td>
<td>1,299</td>
<td>1,305</td>
<td>1,229</td>
<td>1,116</td>
</tr>
</tbody>
</table>

The calculation results in accordance with formulas (4) and (5) show that, without taking into account the quality (full wear) for the coated cutting element (option No. 4), the productivity and the criterion of technical and economic efficiency \( E_g \) respectively reach 171.2 tons and 527 rubles ton\(^{-1}\), which indicates a greater wear resistance by 4.2 times compared with steel St3 (option No. 1) and an 11% decrease in technical and economic criteria.

When taking into account the quality of grinding, the volume corresponding to a given level of reliability will become less, but the additional volume \( S_{wA} \) will increase, requiring repeated processing, at least once. In this case, additional costs \( C_A \) are also required, which takes into account the technical and economic criterion \( E_g \).

When the process reliability is 50% and 80%, the productivity is reduced, respectively, by 18.1–12.2% and 36.5–22.3% for all options, and the technical and economic criterion rises on average by 2.16 and 2.28 times.

These data allow us to confirm the hypothesis of the legitimacy of using all the proposed options for various forms of ownership of agricultural enterprises. For example, the crusher's maximum resource in the first and second manufacturing options, from the point of view of reducing their economic costs, can be recommended for private farms and peasant farms, in which the volume of processing and consumption of animal feed is from 30 to 35 tons per year. With an average cost of work equal to 1,410 rubles per ton of grinding. Also in favor of less durable structural materials is the simplicity of their machining, which makes it possible to carry out operations to restore working capacity in place without the use of spare parts.
The calculations are given in the currency of the Russian Federation (rubles), taking into account the cost of structural materials and technological operations to improve their characteristics according to data for December 2019.

CONCLUSIONS

- With the wear of the working bodies of the crusher, the degree of grinding of the source material, and hence the quality of the finished product, will also change. Grinding in compliance with the required quality is characterized by 100% process reliability, but during operation of the grinder, the probability of failure increases. According to an additional analysis should be carried out prevention when the culling wear of cutting element suitable the process reliability 80–90%.
- Analysis of the experimental results allows us to formulate several recommendations for grinding wheat on a horizontal rotary crusher:
  1) for reliability $P(g) = 80–90\%$, the maximum allowable clearance should not exceed the range of 1.09–1.15 mm under these operating conditions;
  2) an increase in the gap value of more than 0.9 mm leads to periodically occurring failures and loss of operability of the rotor crusher;
  3) given the reliability of the grinding process at 90% and to avoid disruption in the operation of the rotary crusher, it is recommended to replace or adjust the cutting element with a gap of 1.09 mm.
- Comparative evaluation of shredders recommend performed using technical-economic indicator $E_g$. This is due to the appearance of additional costs $C_{\Delta}$ in the form of carrying out an additional amount of work $S_{w\Delta}$ related to bringing the substandard product to a given particle size distribution. Based on this, two types of the process can be distinguished:
  1) at the maximum wear (the reliability 10–25%) of the cutting element according to option No. 4, the productivity amounted to 171.2 tons of crushed grain, and the efficiency criterion was 527 rubles/ton, which is 4.2 times higher compared to according option No. 1 on productivity, and by 11% lower by technical and economic criteria;
  2) taking into account the reliability of the process, 50% and 80%, the operating time is reduced, respectively, by 18.1–12.2% and by 36.5–22.3% for all options, and the technical and economic criterion rises on average by 2.16 and 2.28 times.
- The cost of manufacturing more expensive, but wear-resistant cutting surfaces will not always be the best option, for example, inexpensive and less durable options No. 1 and No. 2 can be recommended for small forms of ownership, the productivity of which is up to 35 tons per year.
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Abstract. The aim of the study was to analyze the relationship between first lactation milk yield (FLMY) and age at first calving (AFC), longevity and productive life in dairy cows. The study covered 944 Holstein cows housed in 5 dairy cattle farms in Bulgaria. All cows from the five farms culled in the period 2012–2018 with FLMY data were included. The average AFC for all culled cows included in the study was relatively high for the Holstein-Friesian breed - 29.75 months. The average FLMY of the herds included in the study was 7,660.94 kg with significant herd variation from 5,899.09 kg to 8,646.0 kg. Significant effect of the herd (P < 0.001), AFC and the associated effect of the herd and AFC (P < 0.05) on the average FLMY were found. The highest FLMY was reported in primiparous with AFC of 28–30 months - 7,860.8 kg, and the lowest in those with AFC ≤ 24 months - 7322.8 kg. In the herd with the lowest average FLMY - 5,899.09 kg 27.5% of the heifers had calved at age over 34 months. A statistically significant effect of AFC (P < 0.001) was found on longevity, whereas the productive life was significantly influenced by FLMY (P < 0.05). A tendency for higher longevity for cows with higher AFC of 34–37 months and over 37 months – 5.9 and 5.8 years, respectively was observed. The lowest were the longevity values for cows calved at age up to 24 months - 4.9 years. The cows with the lowest average FLMY (up to 4,000 kg) had the shortest productive. Both very low and high AFC were associated with lower first lactation cow productivity and shorter productive life. The losses for farmers were greater when keeping a high AFC in heifers, which increases the cost for housing them, and the lower productivity and longer productive life reduce the probability.

Key words: milk performance, primiparous, age at first calving, longevity, productive life.

INTRODUCTION

Basic functional traits such as age at first calving (AFC), longevity and productive life affect genetic progress and economic indicators in dairy cows (Teke & Murat, 2013; Penev et al., 2014; Caetano et al., 2017). The AFC is particularly important since it affects fertility, milk performance and duration of productive life and hence the economic return in the dairy sector (Cooke et al., 2013; Zavadilová & Štípková, 2013; Sawa et al., 2018; Fodor et al., 2019). Heifer rearing equals 15 to 20% of total milk production costs, thus representing the second largest share of costs after feed costs at
farms (Tozer & Heinrichs, 2001). The goal of dairy farm owners is to minimize costs and maximize future income from heifers, but contemporary goals also include considerations for ecological impacts and animal welfare (Heinrichs et al., 2017).

There are many reasons for dairy farmers to want animals that are used longer. Although the most important consideration is economic benefits, achieving a long life in the herd is still a great challenge. Although the natural life of a cow may exceed 15–20 years, cows in modern farms are culled on average age of 4.5–6.6 years (Cielava et al., 2017). In Belgium, it was found that less than one third of the cows reach the fourth lactation (Gengler et al., 2005). Other authors in other countries report relatively short productive life of dairy cows. The average productive life of a cow in Sweden is 2 to 2.5 lactations (Carlén & Eriksson, 2013), which means that a cow that has its first calf at the age of 30 months may not be able to pay back it's rearing cost before culling. There are several studies on the relationship between cow use duration and survival and the milk yield (Pool et al., 2003; Ajili et al., 2007; M'hamdi et al., 2010; Grayaa et al., 2019). An important indicator of selection and culling in primiparous is their first lactation milk yield (FLMY). It is largely influenced by the AFC, which in turn is a factor related to the duration of rearing. Clarifying these dependencies, which are specific for the various herds, is important for the overall strategy of dairy farms. The aim of the study was to analyze the relationship between FLMY and AFC, longevity and productive life in dairy cows.

**MATERIAL AND METHODS**

The study was conducted in 944 Holstein cows housed in 5 cattle farms in the Sliven region Bulgaria. All cows from the five farms culled in the period 2012–2018 with milk yield data for the first lactation (for standard lactation - from 240 to 305 days in milk) were included in the study. The farms surveyed were in a region with identical climatic and forage conditions - Southeast Bulgaria. The feeding of the cows and replacement heifers was based on corn silage, hay and green forage (seasonal) and compound feed. Animals from all farms were not grazed. Cows in farms 2 and 5 were housed in free stall barns and in the other three - under the conditions of bedded pack housing system. All cows were milked in a milking parlor ‘Herringbone’ type, with number of places corresponding to farm capacity. All farms produced their own replacement heifers. The rearing of female calves and heifers was the same in all farms. During the preweaning period calves were housed in individual hutches outdoors and during the rest of the periods – they were group housed on deep straw bedding, subject to the requirements for technological sizing of group stalls, depending on the age of the animals. The AFC was calculated from the date of birth to the date of the first calving, in months. The longevity was calculated as the difference between date of birth and date of culling of the cow, and the productive life, respectively - as the difference between the date of culling and the date of first calving. Both traits are presented in years.

For better approximation in data processing, the AFC is represented in classes, respectively: 1 – up to 24 months, 2 – from 25 to 27 months, 3 – from 28 to 30 months, 4 – from 31 to 33 months, 5 – from 34 to 36 and 6 – over 37 months. To study the relationship between FLMY and duration of productive life, it is presented in classes respectively: 1 – up to 1 year, 2–1 to 2 years, 3–3 to 4, 4–5 to 6 and 5–7 and more years.
The classes of FLMY are respectively: 1 – up to 4,000 kg, 2 – from 4,001 to 6,000 kg, 3 – from 6,001 to 8,000 kg, 4 – from 8,001 to 10,000 kg and 5 – over 10,001 kg.

For the basic statistical processing, the corresponding modules of software packages of MS EXEL and STATISTICA of Stat Soft were used.

The following models were used to determine the degree of influence of the different factors and to derive reliable models:

\[ Y_{ijkl} = \mu + H_i + AFC_j + H \cdot AFC_k + e_{ijkl} \]  

(1)

where \( Y_{ijkl} \) – is the depended variable(first lactation milk yield); \( \mu \) – is the population mean; \( H_i \) – is the \( i \)\textsuperscript{th} effect of the herd; \( AFC_j \) – is the \( j \)\textsuperscript{th} effect of the age at first calving; \( H \cdot AFC_k \) – is the \( k \)\textsuperscript{th} related effect of the herd and age at first calving; \( e_{ijkl} \) – is the effect of the not included random effects, except \( \mu \).

\[ Y_{ij} = \mu + AFC_j + ML_j + e_{ij} \]  

(2)

where \( Y_{ij} \) – is the depended variable(longevity and productive life); \( \mu \) – is the population mean; \( AFC_i \) – is the \( i \)\textsuperscript{th} effect of the age at first calving; \( ML_j \) – is the \( j \)\textsuperscript{th} effect of the FLMY; \( e_{ij} \) – is the effect of the not included random effects, except \( \mu \).

By analysis of variances (ANOVA) for each model by classes of fixed factors are evaluated the least squares of means (LSM), representing the sums of squares calculated as deviation from the mean value of the trait derived from the model.

RESULTS AND DISCUSSION

Table 1 presents the main statistics for the traits studied - FLMY, AFC, longevity and productive life by herds. The average AFC for all culled cows included in the study was 29.75 months. The variation of AFC across herds was not large (the difference was about 2 months), although the differences were statistically significant between herds with higher and lower AFC. The lowest was the average AFC for cows from herd 1 – 28.32 months and the highest for herd 3 – 30.84 months.

A 24-month AFC is considered as optimal for maximizing FLMY (Nilforooshan and Edriss, 2004), and achieving higher production profitability (Ghavi Hossein-Zadeh, 2011; Wathes et al., 2014). In fact, this target is rarely achieved in the various countries and the average AFC ranges from 24.5 to 31 months. Cooke et al. (2013) indicate that within the UK, the industry-recognized target for AFC is 24 months. Nevertheless, Eastham et al. (2018) indicate that the average AFC for Holstein heifers calved in the period 2006–2008 in the UK was 29.1 months. Cole & Null (2010) indicate for Holstein

In our country over the years, several studies have been conducted on AFC in Black-and-white Holstein cattle. Gergovska & Yordanova (2011) found an average AFC of 29.7 months in 1460 Black-and-white cows calved in the period 1995–2006. Lower average AFC in Bulgaria was reported by Penev et al. (2014) in 818 Black-and-white cows from 7 farms - 26.6 months, with variations from 25 to 28 months by farms.

Fig. 1 shows the percentage of cows depending on the AFC. The highest percentage of cows calved for the first time at 25–27 and 28–30 months of age, respectively 26.2 and 26.6%. Quite a high percentage of cows have calved for the first time at a high age - 31 months or more, respectively 35.7%. Only 11.5% of the cows in the studied herds have calved at 24 months of age or less. The high percentage of heifers calved at over 34 months of age was due, on the one hand, to the failures in the management of the herds and, on the other, to the subjective decisions of the owners. Some owners deliberately postpone the first insemination of the heifers to a later age because of fear of negative consequences associated with calving and productivity due to the early conception. Such concerns were also indicated by Pirlo et al. (2000) among Italian farmers. Other reason is the neglected feeding and housing of replacement female calves and heifers, leading to delay of reaching the desired live weight and development for conception. Moreover, traits related to the development of young animals such as live weight and conformation traits were not controlled on our farms. Popova (2003) indicate that the practice of relatively late conception of heifers in Bulgaria (on age 16–18 months) was mainly consequence of inadequate feeding.

Eastham et al. (2018), in a study covering 6,985 farms in UK report an average AFC for all heifers of 29.1 months, with only 12.3% calved for the first time at 24 months of age or younger and 40.9% calved for the first time at age of 30 months or older. Similar results reported and Sherwin et al. (2016), from other smaller scale British research where the average AFC was 29.6 months, with 35.9% of heifers calved for the first time at age over 30 months.

Sawa et al. (2018) in a study covering 10% of cows in Poland found that the percentage of cows calved before reaching the age of 22 months was the lowest (2.1%). The proportion of the cows calved for the first time at 24.1–26.0 and 26.1–28.0 months was considerable, 30.7% and 22.4%, respectively, and 9.1% of cows calved for the first time at the age of 30 months.

Fig. 2 presents the percentage of cows from the two extreme AFC groups - the youngest - 24 and less months and the oldest - over 34 months by herds. The data shows
a large difference in the percentage of cows from the two age groups in the individual herds. With the highest percentage of heifers with AFC of 24 months or less was herd 1–26.1%, and with the lowest in herd 4 - only 2.6%. In the other three herds, the proportion of heifers with AFC up to 2 years of age was similar and was up to 10%. This definitely shows the reluctance and lack of interest of the owners for the early conception of replacement heifers. On the other hand, in herd 3 there were a very high percentage of heifers with AFC over 34 months - 27.5%. This was the farm with the lowest average milk yield per a primiparous - 5,899.09 kg. With the lowest proportion of such animals were herds 5 and 4, respectively 1.5 and 3.3%. These large differences by herds were definitely related to the subjective decisions of the owners.

The average FLMY of the herds included in the study was 7,660.94 kg, with significant herd variation,

Table 1. The highest milk yield was in primiparous of herd 5 - 8,646.0 kg. This was the largest farm with the highest milk yield per a cow. The milk yield was the lowest in primiparous from herd 3 - 5,899.09 kg, which was also with the smallest capacity. For the other 3 herds, the average milk yield was with values from 6,057.43 to 6,748.91 kg.

Table 2 shows the result of the analysis of variance for the effect of the two studied factors - herd and AFC on FLMY. The herd had effect with a high significance (P < 0.001), while the AFC effect and the associated herd*AFC effect were with less degree of significance (P < 0.05). The reported significance of the associated herd*AFC factor was related to the presented difference in the variation of the age classes by herds, Fig. 2.

Fig. 3 shows the LS-means for FLMY depending on the AFC of the primiparous. The highest FLMY was reported in the primiparous with AFC 28–30 months - 7,860.8 kg, followed by those with AFC 31–33 months - 7,773.1 kg. The mean FLMY gradually decreased with the increase of AFC over 33 months, with 297.6 kg lower FLMY in primiparous with AFC over 37 months compare to the highest average milk yield for primiparous with AFC 28–30 months. The lowest FLMY was reported in primiparous with AFC of ≤ 24 months - 7,322.8 kg. The mean milk yield of the primiparous with AFC ≥ 37 months was also relatively low, almost equal to the mean milk yield of the primiparous with AFC ≥ 37 months - 7,526.7 kg. The mean FLMY of
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the cows from the two youngest age classes was lower by 538 and 334.1 kg, respectively, compared to the highest FLMY in the class with AFC 28–30 months. These results clearly indicate an underestimation of management, especially with regard to the feeding of young replacement calves and heifers, whereby younger heifers do not reach the desired optimal levels of live weight and body condition at the first calving.

Several authors have found that cows' age at first calving influences milk yield for standard lactation (Ettema & Santos, 2004; Mohd Nor et al., 2013). An increase in milk yield at a greater AFC is associated with an increase in the body size of the primiparous and the development of the mammary glands (Mohd Nor et al., 2013). The authors found that milk yield has increased significantly in primiparous that have calved at age of 23 and 25 months. In primiparous that have calved at a later age, the increase in milk yield was less pronounced.

Eastham et al. (2018) found that the lowest predicted average milk yield for lactation (6,617 kg) was reported for cows with an AFC of 21 months, considerably lower than any other age class. Heifers with AFC of 36 months had the highest predicted average milk yield (7,774 kg), but it was not significantly higher than that in heifers with AFC of 34–42 months.

According to Meyer et al. (2004) data on the effect of lower AFC on milk yield for first lactation in Holstein cows in the USA were contradictory. Some authors found no effect, while others reported a negative effect. Most studies suggested that a decrease in AFC from 24.7 to 21.9 months results in an approximately 4.8% reduction in first lactation milk yield. The authors indicated that the biology associated with the interaction between low AFC and FLMY was difficult to identify and quantify. This is because a decrease in AFC is often associated with higher pre-pubertal daily growth/gain, reduced live weight at calving, or both, which appear to affect future milk yield. According to Dobos et al. (2001) with increasing AFC by one month during the first three lactations cows are 56.7 L milk, 1.78 kg milk fat, 1.45 kg milk protein and 3.23 kg fat + protein over the first 3 lactations.

Fig. 4 shows the inverse dependence, the mean AFC is determined depending on the FLMY (in classes). The average AFC of the cows with low FLMY - up to 4,000 kg was highest - 33 months. The lowest was the average AFC of cows with a FLMY from 4,001 to 6,000 kg. Primiparous with a milk yield of more than 8,000 kg had an average AFC of about 30 months. These results mainly show that the very high AFC does not favor the higher milk performance on first lactation.

The studies of other authors on the relationship between AFC and FLMY also are contradictory, the reasons for this being the differences in the management applied in the studied populations. Curran et al. (2013) concluded that the AFC between 23 and 30
months did not cause differences in milk yield of the primiparous and that calvings between 20 and 22 months were associated with lower milk yield, whereas Cooke et al. (2013) found no significant effect of AFC on the milk yield of the primiparous.

The average longevity for the cows included in the study was 5.39 years, and although significant differences were reported between the average values for the herds, the differences were small, Table 1. With the highest longevity were the cows from herd 4 – 6.06 years and with the lowest in herd 1 – 5.14 years, with difference being less than 1 productive life of all cows was 2.92 years. Again, the variation in this trait was within 1 year, year. Similar results were reported for the trait productive life. The average duration of although significant differences by herds were reported. With the longest productive life were the cows in herd 4 – 3.70 years and with the shortest in herd 1 – 2.74 years.

<table>
<thead>
<tr>
<th>Source of variation</th>
<th>Degrees of freedom (n-1)</th>
<th>Longevity</th>
<th></th>
<th>Productive life</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MS</td>
<td>F</td>
<td>P</td>
</tr>
<tr>
<td>Total for the model</td>
<td>9</td>
<td>9.103</td>
<td>4.38 ***</td>
<td>2.839</td>
</tr>
<tr>
<td>AFC</td>
<td>5</td>
<td>16.058</td>
<td>7.743 ***</td>
<td>3.228</td>
</tr>
<tr>
<td>FLMY</td>
<td>4</td>
<td>1.17</td>
<td>0.565 -</td>
<td>2.425</td>
</tr>
<tr>
<td>Error</td>
<td>934</td>
<td>2.074</td>
<td>2.047</td>
<td></td>
</tr>
</tbody>
</table>

* – significance at P < 0.05; ** – significance at P < 0.01; *** – significance at P < 0.001; - no significant effect.

As shown on Table 3 a statistically significant effect of AFC (P < 0.001) was found only on longevity, whereas the productive life was significantly influenced by FLMY (P < 0.05).

Fig. 5 shows the LS-means for the two traits - longevity and productive life depending on the cows' AFC. Although the AFC does not have a significant effect on productive life, the presentation of the mean values of the two traits gives a clearer picture of the relationship between them. From the presented LS - means a tendency

**Figure 4.** Average AFC (months) depending on FLMY (kg).

**Figure 5.** LS-mean values for longevity and productive life (years) depending on AFC (months).
for longer longevity was observed for cows with AFC 34–37 months and over 37 months - 5.9 and 5.8 years, respectively. The lowest were the mean values for longevity in cows calved at the lowest AFC up to 24 months - 4.9 years. No such clear trend was observed in the trait productive life. The shortest productive life was reported for cows with an AFC of over 37 months - 2.5 years. In other age classes a certain pattern was not observed, length of productive life ranged from 2.8 to 3.1 years. From the results presented, it can be concluded that the longer longevity for cows with AFC over 34 months mainly due to the unproductive part of their lives - until first calving.

Sawa et al. (2018) found a very low correlation between AFC and longevity \( (r = 0.062**) \), also noting that the longer life is a result of a longer unproductive life (until first calving), and not of a longer productive life. Similar low \( (0.039–0.061) \) but significant correlation coefficients have been reported previously by Sawa & Bogucki (2010) and Do et al. (2013) \( (r = 0.0131) \).

The possibility of increasing the productive life of cows is of particular interest to livestock farmers. In their study, Sawa et al. (2018) found that the longest productive life \( (3.54 \text{ years}) \) was typical for cows that calved for first time at age of 22.1–24.0 months, and for the other groups the productive life decreases to 3.49 years in cows with early AFC and up to 2.94 years with higher AFC. Similar trends for reduced productive life have been reported by Sawa & Bogucki (2010) and Jankowska et al. (2014).

Zavadilova & Stipkova (2013) and Olechnowicz et al. (2016) also report shorter productive life in cows with higher AFC. According to Cielava et al. (2017), the AFC has a significant effect on the life of cows, finding that the difference between the longevity of cows calved for the first time at < 24 and > 30 months is 1.4 years (5.9 vs. 7.3 years). In turn, Adamczyk et al. (2017) reported that the productive life of cows that calved before 24 months of age decreased compared to those that calved for the first time at age > 31 months, from 5.9 to 5.4 years.

Fig. 6 shows the LS - means for the productive life of cows, depending on their FKMY. With the highest mean productive life - 3 years were cows with a FLMY of 4,001–6,000 and 6,001–8,000 kg. Cows with FLMY up to 4,000 kg had the shortest productive life - 2.7 years. A trend of shorter productive life was also observed in cows with over 10,000 kg FLMY (2.8 years). The results obtained suggest that cows with low FLMY were culled for various reasons, including various diseases that led to the reported low milk yield. The reported tendency for shorter productive life in cows with very high FLMY more than 10,000 kg is a prerequisite for exhaustion in young animals with high first lactation productivity.
Fig. 7 shows the inverse relationship - the average FLMY in cows with different duration of productive life. Cows with the shortest productive life - up to 1 year had the lowest average FLMY – 6,437.1 kg. The cows with the highest FLMY 7,915.5 and 7,891.1 kg had a productive life of 3 and 2 years, respectively. Cows with a long productive life of more than 6 years had an optimal average FLMY - 7,364.3 kg.

These results support the view that low milk yield primiparous are often culled within the first lactation, i.e. up to 1 year after calving. Primiparous with very high first lactation productivity had a relatively short productive life (2–3 years), and the longest productive life, over 6 years, was reported in cows with medium-high FLMY.

Usually, 1 to 1.5 lactations are needed to cover the cost of rearing the replacement heifers, therefore FLMY and longevity affect the payback period of the rearing costs (Boulton et al., 2017). Moreover, cows that are culled or die shortly after the first calving will not cover their costs of rearing, leading to large losses (Fodor et al. 2019).

Both very low and high AFC are associated with lower first lactation cow productivity and shorter productive life. From an economic point of view, losses are greater when keeping a high AFC in heifers, which increases the cost for housing them, and the lower productivity and longer productive life reduce the probability of covering them.

CONCLUSIONs

The average AFC for the herds studied is relatively high - 29.75 months with a slight variation by the herds (about 2 months). The highest percentage of cows (52.8%) - are calved for the first time at 25–30 months. The highest FLMY was reported in cows with AFC 28 to 30 months – 7,860.8 kg, and the lowest in cows with AFC 24 and less months. Cows with both very low and high AFC had lower FLMY. The longer longevity for cows with higher AFC (over 34 months) was due to the greater unproductive share of their life (until first calving). The cows with the lowest average FLMY (up to 4,000 kg) had the shortest productive life. There was a tendency for shorter productive lives also for cows with very high FLMY (over 10,000 kg).
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**Abstract.** Due to environmental concerns the use of wood materials is becoming more extensive and is causing wood supply shortage, therefore the use of *Populus* genus wood species with a short rotation period is vital. *Populus* genus species wood has several shortcomings - it is not durable, has low density and is hygroscopic. Thermal modification is a technology that can be used to improve the situation. In this study aspen (*Populus tremula* L.) was thermally treated using the Wood Treatment Technology (WTT) device for 50 min at 160 °C (50-160 WTT) and poplar (*Populus x canadensis* Moench) was vacuum-treated (VT) 120 min at 204 °C (120-204 VT), 120 min/ 214 °C (120-214 VT), 180 min 217 °C (180-217 VT) and 30 min 218 °C (30-218 VT). Mass loss (ML), colour change, density, tensile strength along the fibres, moisture exclusion efficiency and weight loss (WL) after brown rot fungus *Coniophora puteana* were determined and also light microscopy images were taken. Aspen veneers showed a ML of 5.3% between 120-214 VT (6.2%) and 30-218 VT (4.6%) treatment that coincided with the same mass loss in aspen boards cited in the literature. The highest ML was 8.7% calculated from 180-217 VT, while the lowest ML was 2.9% computed from 120-204 VT. The total colour change \(\Delta E\) was 44, where lightness parameter L provided the greatest impact that was reduced twice after modification. Tensile strength reduced by 47% in the WTT process and had \(~29\%\) reduction in the VT process. The WL after fungus *C. puteana* was 33% at 50-160 WTT. After VT treatment, WL was 0–2.4%. 120-214 VT and 180-217 VT poplar veneers were the most suitable for plywood production.

**Key words:** aspen, poplar, thermal modification, decay resistance.

**INTRODUCTION**

Due to the constantly growing eco-awareness around the world, wood products are increasingly being utilized in indoor and outdoor applications (Li et al., 2017). One way of reducing the emission of carbon dioxide is to use a larger portion of wood products and to increase the lifetime of these products so that carbon is stored over a longer period (Sandberg et al., 2013). Climate change should be considered, since it has strong negative effects on boreal timber supply (Brecka et al., 2018).
Plywood is an engineered wood material, which is widely used. Its production reached 107.4 million cubic meters in 2017 (Raute, 2017) and has a growing tendency to be used for different purposes. Traditionally plywood in Latvia is made from birch wood (Meija-Feldmane et al., 2020), but, due to climate changes, population growth and urbanization and infrastructure development, the potential area for forests might decrease that causes risk of a potential birch wood supply shortage. Therefore, it is crucial to investigate other species suitable for plywood production. Poplar tree species, including all their wide varieties, are largely cultivated in the world as a fast-growing energy crop (Todaro et al., 2017) and it may open the opportunities for the forest industry to widen Populus spp wood usage (Brecka et al., 2018). Aspen (Populus tremula L.) is usually the raw material of choice for the production of matches and interior materials (Biziks et al., 2015) in Latvia and it covers 3% from the species growing in Latvia's forests (Mezataksacija, 2016). It is timber with the highest potential from the point of view of the national economy in Latvia (lejavs et al., 2018). Poplar (Populus × euramericana) is a fast-growing species with a short rotation period of 10 to 20 years and it is commonly used in veneer and plywood production, as a cellulose material, for lumber production, as biofuel, and in the production of packaging material (Lovrić et al., 2014) and therefore it has been extensively investigated (Aydin et al., 2006; Bulcke et al., 2012; Denes & Lang, 2013).

The material that is used for plywood production, as well as the adhesives used and manufacturing technology strongly affect the end-product quality (Tymyk et al., 2013). Poplar plywood tends to warp greatly with the absorption of moisture. This is one of the problems presented by such plywood that may be caused by its high hygroscopicity (Murata et al., 2013). Generally, shrinkage and swelling create the biggest problems in manufacturing of wood construction and carpentry elements (Spulle et al., 2018).

One of the environmentally friendly methods to improve the dimensional stability and biodurability of wood is its thermal modification (Zanuttini et al., 2019). Heat treatment process changes the composition of wood (Hyttinen et al., 2010). Chemical composition alterations are result of dehydration, hydrolysis, oxidation, decarboxylation and transglycosylation, and the wood becomes less hygroscopic (Kocaefe et al., 2008). In 2007, Jones predicted that in 5 years there would be thermally modified veneer supply in the market. Thermal wood treatment is the most commercialized and the most investigated method for modifying wood composition (Willems et al., 2013). Thermally modified veneers can also be used for decorative purposes indoors as a laminated layer for board materials (Wang et al., 2018).

Although poplar veneers had been previously investigated, there was no direct comparison between Wood Thermal Technology (WTG) and vacuum-thermo (VT) processes. According to Hill (2006) WTT is a closed and wet process, while VT is an open and dry process. WTT process operate at 140–160 °C, 7 bar pressure, while VT modifies wood at reduced pressure and higher temperatures (0.25 bar, 204–218 °C).

In this paper, the properties of two Populus genus veneers treated with two treatment technologies, the VT modification and the WTT were compared to choose the most suitable for plywood production.
MATERIALS AND METHODS

Samples
The experiments were conducted with rotary-cut veneers from aspen (Populus tremula L.) and poplar (Populus x canadensis Moench) with moisture content of 7.5–8.1%. The samples were obtained directly from the production unit - peeling and wet veneer sorting line after drying and dry veneer sorting process, without visual wood defects with regular annual rings not wider than 2 mm.

Thermal modification
Thermal modification of 290×290×1.5 mm aspen veneers was conducted using Wood Treatment Technology under the previously determined optimal regime of 50 min/160 °C (50-160 WTT) 5–9 bar pressure in water vapour environments in packs of 10 sheets per each. The process applied was described in detail previously by Grīniņš (Grinins et al., 2016).

Rotary-cut 600×600×1.5 mm poplar veneers were treated at four experimental regimes: 120 min/204 °C (120-204 VT), 120 min/214 °C (120-214 VT), 180 min/217 °C (180-217 VT), 30 min/218 °C (30-218 VT) in VT process under 250 mbar pressure in dry environment, which was described in more detail by (Sandak et al., 2015) although this process was modified – veneers were treated under convective heat regime, between aluminium plates in packs of 3 to 12 pieces per pack, which was similar to the processes used in manufacturing.

Laboratory Characterisation
Mass loss (ML)
ML was determined by weighing each sample before and after the treatment and it was calculated according to Hill (2006).

Colour
A MicroFlash 200D portable spectrophotometer (DataColor Int, Lawrenceville, USA), suitable for direct determination of the CIE L*a*b* colour coordinates according to ISO 11664–4 (2008) was used for the measurement over an 18 mm diameter spot with a standard light source D65 and an observer angle of 10°. Colour was also measured with minolta CM-2500d spectrometer with D65 light source and d/8 measuring geometry and 10° standard observer. Each sample was measured 3 times at the same spot before and after the modification (30 samples per regime in total). The total colour change ΔEab was the difference between the colour before and after the modification, it was calculated according to the suggestions of Technical report of the Calorimetry (International Commission on Illumination, 2004).

Tensile strength
Tensile strength was determined according to the standard GOST 20800-75 (GOST, 1976). After the thermal treatment, 20 random samples were cut both from treated and untreated veneers. The size of these samples was 20×200×1.5 mm. To avoid sample slipping out of the clamps, plywood pieces with the dimensions of
20×50×4.5 mm were glued on both sides of the veneers and both ends of samples, using a one component polyurethane glue. Afterwards, the samples were conditioned at 20 ± 3 °C and at a relative humidity of 65 ± 5%. A tensile strength test was performed with the INSTRON 5500 device with a constant speed (~1mm min⁻¹) to obtain a rupture of the samples in 60 ± 30 s.

**Density**

Density was measured by weighing the 30 samples of each treatment and measuring their dimensions. Calculation of density was done according to the standard ISO 13061-2 (ISO, 2014). To analyse the results standard deviation and coefficient of variation were calculated.

**Moisture exclusion efficiency (MEE)**

Twenty samples were weighed after each environment condition and afterwards an oven-dry mass was calculated according to the standard ISO 13061-1 (ISO, 2014).

Then samples were equilibrated in chambers at 20 °C with RH 30%, 65% and 85% and mass changes were measured. The MEE of samples equilibrated at each condition was estimated according to Hill (2006). The equilibrium moisture content was the MC that was constant at the corresponding relative humidity and temperature of the surrounding environment.

The MEE of samples equilibrated at each condition was estimated by Eq. 1:

\[
MEE = \frac{EMC_{NT} - EMC_{HT}}{EMC_{NT}}
\]

where \(EMC_{NT}\) (%) is the EMC of untreated reference samples and \(EMC_{HT}\) (%) is the EMC of treated samples.

**Decay resistance**

Decay resistance was determined according to modified European Prestandard ENV 12038 (2002) using brown rot fungus *Coniophora puteana* BAM Ebw 15. The fungus was cultivated on a medium which contained 5% malt extract concentrate and 2% Fluka agar. Six samples with the dimensions of 50×25×1.5 mm were aseptically placed on 3 mm steel supports in Petri dishes on fungal mycelium and incubated at 22 ± 2 °C and 70 ± 5% RH for 6 weeks. After cultivation, the samples were removed from the culture vessels, brushed free of mycelium and oven-dried at 103 ± 2 °C. The weight loss (WL) of the samples expressed as a percentage was the measure for the extent of fungal degradation.

**Statistics**

To find out whether a statistically significant difference exists between two groups of data, an unpaired two-tailed t-test with a confidence level of 0.05 was used.

The correlation was the measure of how two or more variables were related to one another. To estimate that, the CORREL function in MS EXCEL was used, where the correlation coefficient r was used to determine the relationship between the two properties.
RESULTS AND DISCUSSION

**Mass loss (ML)**
ML is a property that allows one to compare different processes that had different temperatures, different treatment times and treatment environments. Heat treatment of wood in the WTT and VT processes differs in water vapours content in the reaction environment, and with hydrolysis reactions prevalence in the first one. Fig. 1 shows that aspen veneers treated in the 50-160 WTT had a ML 5.3% between 120-214 VT and 30-218 VT treatment that coincided with 5% mass loss for aspen boards 60 min 160 °C WTT process (Biziks et al., 2015). The highest ML 8.7% was observed in 180-217 VT with the longest treatment time that was close to ML 9%, obtained in VT process 120–210 °C treated poplar plywood (Zanuttini et al., 2019).

![Figure 1. The ML after different thermal treatments of veneer samples.](image)

**Colour**
The colour of the material is a result of selective light absorbance by the conjugated double bond chemical systems with chromophore groups, which are present in lignin and also in certain sort of extractives in natural wood (Nemeth et al., 2016). Structural change of lignin during thermal modification is mainly responsible for colour change (Kim et al., 2014). Lightness parameter L* was the one that changed the most during thermal modification as showed in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>a</th>
<th>b</th>
<th>ΔE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Untreated aspen</td>
<td>87.6 ± 1.6</td>
<td>1.4 ± 0.4</td>
<td>19.2 ± 1.0</td>
<td>x</td>
</tr>
<tr>
<td>Untreated poplar</td>
<td>89.5 ± 2.5</td>
<td>0.8 ± 1.4</td>
<td>18.4 ± 1.2</td>
<td>x</td>
</tr>
<tr>
<td>50-160 WTT</td>
<td>46.6 ± 2.2</td>
<td>13.7 ± 0.6</td>
<td>27.4 ± 1.8</td>
<td>43.5 ± 12.9</td>
</tr>
<tr>
<td>120-204 VT</td>
<td>52.9 ± 1.2</td>
<td>11.4 ± 0.2</td>
<td>26.8 ± 0.7</td>
<td>39.0 ± 11.1</td>
</tr>
<tr>
<td>120-214 VT</td>
<td>43.2 ± 1.5</td>
<td>11.0 ± 0.2</td>
<td>21.8 ± 0.9</td>
<td>47.5 ± 8.5</td>
</tr>
<tr>
<td>180-217 VT</td>
<td>40.4 ± 1.2</td>
<td>10.1 ± 0.2</td>
<td>25.8 ± 1.0</td>
<td>50.0 ± 9.2</td>
</tr>
<tr>
<td>30-218 VT</td>
<td>44.4 ± 1.7</td>
<td>11.3 ± 0.3</td>
<td>22.9 ± 1.1</td>
<td>46.6 ± 8.4</td>
</tr>
</tbody>
</table>

Zanuttini et al. (2019) states that lightness parameter L is 85 ± 2 for untreated poplar and 41 ± 1.4 for thermally treated aspen samples, which coincides with the findings in this research. Lightness parameter L has close correlation with mass loss (r = 0.90).

Total colour change ΔE values showed that thermally modified veneer colours are considered as different colours (Allegretti et al., 2009), which could be an advantage for customers who prefer a tropical-like appearance of wood.
Density
Density changes during the thermal modification of *Populus deltoides* were reported by (Mirzaei et al., 2017), implying density increase with an increase in temperature. The results of the present study show that density after thermal modification was not affected in both species (Table 2) which agreed with Chaouch et al. (2010a) that species of lower density presented better stability to thermo-degradation than species with higher density.

Density of untreated aspen was $442 \pm 58$ kg $m^{-3}$ which was slightly lower than $524$ kg $m^{-3}$ (Biziks et al., 2015), but it coincided with Li et al. (2017) 400 kg $m^{-3}$ *Populus* spp. Density of untreated poplar was $300 \pm 29$ kg $m^{-3}$, which was less than *Populus nigra* (Chaouch et al., 2010b) 437 kg $m^{-3}$ and poplar (Willems et al., 2013) 437 kg $m^{-3}$. Minor differences were expected, hence density depends not only on the species but also on growth conditions.

**Table 2.** Density of untreated and thermally treated veneers

<table>
<thead>
<tr>
<th></th>
<th>Density</th>
<th>stdev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Untreated aspen</td>
<td>442</td>
<td>58</td>
</tr>
<tr>
<td>50-160 WTT</td>
<td>420</td>
<td>54</td>
</tr>
<tr>
<td>Untreated poplar</td>
<td>300</td>
<td>29</td>
</tr>
<tr>
<td>120-204 VT</td>
<td>295</td>
<td>25</td>
</tr>
<tr>
<td>120-214 VT</td>
<td>289</td>
<td>35</td>
</tr>
<tr>
<td>180-217 VT</td>
<td>312</td>
<td>35</td>
</tr>
<tr>
<td>30-218 VT</td>
<td>309</td>
<td>18</td>
</tr>
</tbody>
</table>

Tensile strength
The tensile strength (Fig. 2) along the fibres for unmodified aspen of 65 MPa was slightly higher than 60 MPa, reported in the literature (Volinsky, 2009). Aspen veneers, treated in the WTT process reduced tensile strength from 65 to 35 MPa, which was statistically significant ($p = 2.81 \cdot 10^{-7}$). After modification in the VT process, the tensile strength of poplar veneers reduced from 45 to ~34 MPa. The difference between tensile strength of untreated and VT treated poplar veneers was statistically significant $p = 2.24 \cdot 10^{-5}$ (120-204 VT), $p = 2.19 \cdot 10^{-5}$ (120-214 VT), $p = 0.003$ (180-317 VT), $p = 0.006$ (30-218 VT) and it was insignificantly affected by a treatment regime, except with 30-218 VT regime, which had significant ($p = 0.01–0.02$) difference compared to the other VT regimes. Although the remaining tensile strength was comparable in MPa, the strength decrease was considerably higher (47%) in WTT process than (29%) the decrease in VT process due to low molecular acids that were formed during thermal treatment and catalysed wood decomposition reactions if not removed in the closed WTT process.

![Figure 2. The tensile strength of veneer samples.](image-url)
Comparing the density and tensile strength changes after modification, the major difference in 50-160 WTT process could be observed. Both properties showed an average correlation ($r = 0.64$).

**Moisture exclusion efficiency (MEE)**

Moisture is a critical parameter for nearly all properties of wood, and one of the ways to provide better dimensional stability and decay resistance is wood thermal treatment (Thybring et al., 2018). MEE results are shown in Table 3, which very well correlate with ML ($r = 0.95$) at RH 30%, and RH 65%, at RH 80% it is slightly lower ($r = 0.71$). Hemicelluloses are the major contributors to the hygroscopicity of the plant fibres. Removal of hemicelluloses decreases hygroscopicity (Kocaefe et al., 2008), although Willems et al. (2013) stated that hemicelluloses were not removed, but dehydrated to furans leading to the subsequent formation of carbonaceous condensation products within the wood structure. The more intense the treatment regime, the less hygroscopic the obtained material. Li et al. (2017) and Mirzaei et al. (2017) stated that the hygroscopicity of poplar wood decreased with increasing temperature in the heat treatment process. Thybring et al. (2018) implied that MEE above 40% was a threshold for decay resistance, 50-160 WTT regime was an exception, although MEE RH 80% was 40.4%, WL after fungus Coniophora puteana was 33% (Fig. 3).

**Table 3. Moisture exclusion efficiency after thermal modification in different relative humidity (RH) environments**

<table>
<thead>
<tr>
<th></th>
<th>MEE RH 30%</th>
<th>MEE RH 65%</th>
<th>MEE RH 80%</th>
</tr>
</thead>
<tbody>
<tr>
<td>50-160 WTT</td>
<td>-38.9%</td>
<td>-39.4%</td>
<td>-40.4%</td>
</tr>
<tr>
<td>120-204 VT</td>
<td>-37.5%</td>
<td>-32.9%</td>
<td>-23.0%</td>
</tr>
<tr>
<td>120-214 VT</td>
<td>-43.2%</td>
<td>-42.1%</td>
<td>-31.4%</td>
</tr>
<tr>
<td>180-217 VT</td>
<td>-46.6%</td>
<td>-44.1%</td>
<td>-38.4%</td>
</tr>
<tr>
<td>30-218 VT</td>
<td>-39.9%</td>
<td>-38.2%</td>
<td>-31.1%</td>
</tr>
</tbody>
</table>

Figure 3. The WL after fungus C. puteana and its correlation with the ML after thermal treatment.

**Decay resistance**

86% of wood construction damage in Latvia is caused by brown rot (Irbe, 2008). Decay resistance and ML correlation can be seen in Fig. 3. WL caused by brown rot fungus Coniophora puteana for untreated aspen samples was 46 ± 3%, 50-160 WTT treatment decreased WL till 33 ± 2%. According to Janberga et al. (2013) 60 min 160 WTT aspen boards showed WL 7 ± 4% while WL for untreated aspen was 50 ± 3%. Veneer samples had a higher surface to volume ratio that could affect the WL by brown rot fungus.
The WL for untreated poplar was 38 ± 10%, which was close to 24% of *Populus nigra* (Chaouch et al., 2013). After the VT treatment, mass loss was 0–2.4%, which was an insignificant decrease. Poplar veneers showed significantly better decay resistance compared to commonly used silver birch veneers treated under the same regime (Meija-Feldmane et al., 2020.).

The only regime that differs is 50-160 WTT where the relatively high ML of 5.3% after modification resulted in 33% WL after brown rot fungi. Poplar (*Populus* spp) plywood glued with urea-melamine-formaldehyde adhesive treated for 120 min at 210 °C WL after *Coniophora puteana* is 0.1% (Zanuttini et al., 2019) which was comparable with 0.0% 120-214 VT regime.

### CONCLUSIONS

VT treated poplar veneers show better properties, compared to the WTT process treated aspen due to the less severe conditions during the treatment.

All the veneers can be used for decorative purposes (as outer lamination layers) as they become significantly darker during the thermal modification.

Aspen treated in 50-160 WTT is not suitable for plywood production as it has no relevant improvement regarding decay resistance against *Coniophora puteana*, but it has tensile strength reduction by 47%.

120-214 VT and 180-217 VT poplar veneers were the most suitable for plywood production due to the achieved WL 0% after degradation by brown rot fungus *Coniophora puteana* and 32% tensile strength loss along the fibre.

To have a better comparison between both treatment technologies, the same species of veneers should be used.
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The combined impact of energy efficiency and embodied energy of external wall over 30 years of life cycle
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Abstract. Decreasing the energy consumption in production and building activity is the main aim nowadays as well as in the future. Taking into account that almost 50% of European Union’s final energy consumption is used for heating and cooling, of which 80% is used in buildings it is essential to minimize this amount beforehand. Looking at the energy losses we see that the main heat losses are caused due to the transmission through the envelope and ventilation system. EU energy efficiency target for buildings to 2030 is at least 32.5%. According to this, national energy efficiency action plans were done, which mean that existing building stock need renovation and new buildings will be constructed according to the energy efficiency requirements. One important factor to improve energy efficiency is to modify thermal transmittance of the envelope. In 2017 minimum energy efficiency requirements were validated in Estonia and determined that the thermal conductance of outer wall must be less than 0.22 W m⁻² K⁻¹ (recommended range of U = 0.12–0.22 W m⁻² K⁻¹). According to this the energy loss through the envelope was calculated over the year taking degree-days as bases. In our area this number is 4,933 degree days per year, what gives us the calculated heat loss through the envelope 10.22 kWh m⁻² if the thermal conductance of the wall is 0.092 W m⁻² K⁻¹. This required value of thermal conductance we can achieve using good insulation materials. Still there are possibilities to choose between insulations.

Done tests and calculations allow to conclude that energy consumption during building life cycle together with embodied energy of building materials gives us more realistic overview of the energy efficiency of the building. Our results confirm that the use of local natural insulating materials is 1.67 times more sustainable and energy saving than using industrial materials.

Key words: embodied energy, thermal conductance, energy efficiency.

INTRODUCTION

‘Energy use in buildings and for building construction represents more than one-third of global final energy consumption and contributes to nearly one-quarter of greenhouse gases emissions worldwide’ (GBS, 2016). Minimising energy consumption is one of the important goals in nowadays production and construction activities. Referring to Eurostat: buildings account for 40% of energy consumed (EC, 2019).

As we see from the Fig. 1 the energy consumption in building hasn’t decreased since 2014 comparing to 2019. Big amount of energy losses (heating and cooling energy mainly) is caused by ventilation and through envelopes, what are not sufficiently
insulated (ECS, 2016). Speaking about energy savings it is recommended to use more energy efficient products. On the whole this mean energy efficient technologies and new generation insulation materials (EC, 2019; Wang et al., 2020). Increasing concern of climate and environmental change distress people and transform the way they live to limit the impacts of everyday life on environment (Probst et al., 2014). More and more customers are seeking alternative solutions that could improve their quality of life being environmentally-friendly. One approach to sustainable building includes the use of alternative building materials (Schroeder, 2019; Cornaro et al., 2020).

The possibility to obtain the energy efficiency aims planned by EU until 2030 is to build new constructions according to the demands and to renovate existing building stock as well and as quickly as possible (EPB-EU, 2016; SGF, 2014). By Estonian national energy and climate plan European Union funds are planned to use for renovating business and public sector buildings and living stock as well. The plan is to renovate totally about 290,000 m² of flooring (NECP 2030, 2019).

Although calculations of buildings energy efficiency don’t pay attention to consumed embodied energy in building materials. B. Berge has divided the energy use during building life cycle as presented on the Fig. 2.

**Figure 1.** Energy consumption by sectors in EU in 2014 (ECS, 2016).

**Figure 2.** The energy use in different stages of the building life cycle (Berge, 2009).

From the Fig. 2 we see that in the exploitation phase the energy use is the greatest, until 92% of the total energy use. So the amount of embodied energy in the materials is
in the range of 8–25%. The exploitation phase of residential buildings is considered to be 30 years. In our research and by B. Berge embodied energy of materials consists of energy used for extracting, transporting and producing materials, in other words it means energy used from ‘the cradle to the gate’ (Miljan, J. & Miljan, R., 2012). This method to calculate embodied energy has been used by many researchers (May et al., 2012; Fernandes et al., 2019). Embodied energy amount in building materials has been researched by Bath’s University for years and done database will give the wide overview of embodied energy consumed in different building materials (ICE, 2008). One possibility to minimise energy consumption of construction materials is to use local renewable sustainable and natural materials. These materials are also considered to be healthy and improving the indoor climate quality. Renewable materials have been investigated by many researchers (Brencis et al., 2017) and results have been promising.

So one possibility to ensure good and healthy indoor climate is to improve the thermal conductance of envelopes. Problem to solve is, how to get the optimal result in minimising energy use over the buildings life cycle. Main components we shall account are: total energy consumption during exploitation, the thermal conductance of the external wall, the embodied energy in the materials of external wall.

As many of people are interested in living in sustainable buildings and in many cases local natural insulation materials are simply agricultural waste, like straw, in our research we studied them (Miljan, M.-J. & Miljan, J., 2013). In calculating energy efficiency embodied energy of materials is not taken into account. In such tense energy saving situation and in designing of nearly zero-energy buildings this calculation gives a surprising result.

**MATERIALS AND METHODS**

In our study we took building’s life cycle equal to 30 years. In calculating heating energy consumption we used Tartu region’s degree days 4,933 and indoor temperature of 21 °C (Masso, 2012).

In this study we compared embodied energy of materials and consumed heating energy over 30 years of 5 external walls. Three walls were built using local renewable building materials: timber, clay, straw and lime (Fig. 3, Table 1). The fourth structure was theoretical wall built using straw and clay plaster with steel bars and thermal conductance of the wall was calculated on the data taken from literature sources (Minke & Mahlke, 2004; Wihan, 2007). The fifth theoretical wall (Table 2) was constructed from timber frame and insulated with glass wool. In calculations we used also data from the tests done during several years in the department of rural building in Estonian University of Life Sciences and the database of University of Bath (ICE, 2008). Building physics calculations were done according to EVS 908-1.
(EVS 908-1, 2016). Placement of measuring devices and scheme of the walls no 1, no 2 and no 3 is presented on the Fig. 3.

Method to measure thermal conductance and temperatures was the same in all objects. The wall no 1 was a wall element built into the window opening of the laboratory (Miljan, M.-J. et al., 2013). The wall no 2 was office (case study building), built at Tammistu (Miljan, M. & Miljan, J., 2015) and the wall no 3 was sauna (case study building), built at Leigo (Miljan, M.-J. et al., 2017; Allikmae & Jurgenson, 2017). Data about structure and main results get from these objects are presented in the Table 1.

Table 1. Technical and physical indicators of external walls according to measured results on objects

<table>
<thead>
<tr>
<th>Number of the external wall</th>
<th>Measuring period</th>
<th>Used Materials and units</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wall no 1</td>
<td>2009–2010</td>
<td>Clay plaster (internal)</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Straw</td>
<td>480</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clay plaster (external)</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lime plaster (external)</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wall no 2</td>
<td>2012–2013</td>
<td>Clay plaster (internal)</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Straw</td>
<td>900</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clay plaster (external)</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wall no 3</td>
<td>2016–2017</td>
<td>Clay plaster (internal)</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Straw</td>
<td>500</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clay plaster (external)</td>
<td>40</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: External wall - TOTAL THICKNESS 580 980 580

Thermal conductance of the external wall W m⁻² K⁻¹ 0.182 0.148 0.150

From the Table 1 we can see that measured thermal conductivity in case studies differs a lot. Results are influenced by climate, location of the building and the homogeneity of natural materials. Get results were actually not that good as we supposed basing on literature sources. From the literature data we found that thermal conductivity of straw (longitudinal fibre) is \( \lambda = 0.085 \) W m⁻¹ K⁻¹ (Wihan, 2007) and of clay plaster is \( \lambda = 0.8 \) W m⁻¹ K⁻¹ (Minke & Mahlke, 2004). Calculating the thermal conductance of external wall by these values we got that \( U = 0.092 \) W m⁻² K⁻¹, if \( d_{\text{wall}} = 900 \) mm (later named as wall no 4).

To compare embodied energy consumption of different wall structures we constructed an theoretical timber frame external wall – the wall no 5, insulated with glass wool and with the same thermal conductance as the wall no 4. In Table 1 used materials and their building physics properties of external wall are presented.

Table 2. Building physics properties of timber frame wall no 5 insulated with glass wool

<table>
<thead>
<tr>
<th>Properties of layer</th>
<th>Thickness of the layer (m)</th>
<th>Thermal conductivity (W m⁻¹ K⁻¹)</th>
<th>Thermal resistance (m² K W⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cladding (external)</td>
<td>0.025</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Air cap</td>
<td>0.0025</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fixed external layer’s thermal resistance</td>
<td>-</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Wind resistance board</td>
<td>0.03</td>
<td>0.037</td>
<td>0.81</td>
</tr>
<tr>
<td>Glass wool</td>
<td>( d_{\text{wool}} )</td>
<td>0.04</td>
<td>( R_{\text{wool}} )</td>
</tr>
<tr>
<td>Vapour resistance barrier</td>
<td>0.0002</td>
<td>0.4</td>
<td>0.0005</td>
</tr>
<tr>
<td>Gypsum board</td>
<td>0.014</td>
<td>0.21</td>
<td>0.066</td>
</tr>
<tr>
<td>Fixed internal layer’s thermal resistance</td>
<td>-</td>
<td>-</td>
<td>0.13</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td>1.14</td>
<td></td>
</tr>
</tbody>
</table>

Needed thermal resistance of timber frame wall is:
\[ R = \frac{1}{u} = \frac{1}{0.092} = 10.87 \text{ m}^2 \text{ K W}^{-1}. \]

So the wool layer’s needed thermal resistance \( R_{\text{wool}} = 9.73 \text{ m}^2 \text{ K W}^{-1}. \) The thickness of the wool layer should be \( d_{\text{wool}} = 9.73 \times 0.04 = 0.389 \text{ m}. \)

Embodied energy consumption of external walls materials’ is presented in Tables 3 and 4.

**Table 3.** Embodied energy of the external walls (no 1, no 2 and no 3) insulated with straw

<table>
<thead>
<tr>
<th>Wall</th>
<th>Material</th>
<th>Density (kg m(^{-3}))</th>
<th>Thickness of layer (m)</th>
<th>Consumed material (kg m(^{-2}))</th>
<th>Embodied energy (MJ kg(^{-1}))</th>
<th>Embodied energy of layer (MJ m(^{-2}))</th>
<th>Embodied energy of wall (MJ m(^{-2})) (kWh m(^{-2}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Clay plaster</td>
<td>1,700</td>
<td>2×0.05</td>
<td>170</td>
<td>0.09(^2)</td>
<td>15.30</td>
<td>50.22</td>
</tr>
<tr>
<td></td>
<td>Straw bale</td>
<td>150</td>
<td>0.48</td>
<td>72</td>
<td>0.24(^1)</td>
<td>17.28</td>
<td>43.20</td>
</tr>
<tr>
<td></td>
<td>Timber(^*)</td>
<td>450</td>
<td>-</td>
<td>4.50</td>
<td>3.93(^3)</td>
<td>17.64</td>
<td>50.22</td>
</tr>
<tr>
<td>2</td>
<td>Clay plaster</td>
<td>1,700</td>
<td>2×0.04</td>
<td>136</td>
<td>0.09(^2)</td>
<td>12.24</td>
<td>71.19</td>
</tr>
<tr>
<td></td>
<td>Straw bale</td>
<td>200</td>
<td>0.9</td>
<td>180</td>
<td>0.24(^1)</td>
<td>43.20</td>
<td>117.19</td>
</tr>
<tr>
<td></td>
<td>Steel bars(^*)</td>
<td>-</td>
<td>-</td>
<td>1.79</td>
<td>8.80(^1)</td>
<td>15.75</td>
<td>46.42</td>
</tr>
<tr>
<td>3</td>
<td>Clay plaster</td>
<td>1,700</td>
<td>0.04</td>
<td>68</td>
<td>0.09(^2)</td>
<td>6.12</td>
<td>43.20</td>
</tr>
<tr>
<td></td>
<td>Straw bale</td>
<td>150</td>
<td>0.5</td>
<td>75</td>
<td>0.24(^1)</td>
<td>18.00</td>
<td>58.16</td>
</tr>
<tr>
<td></td>
<td>Lime plaster</td>
<td>1,400</td>
<td>0.04</td>
<td>56</td>
<td>1.39(^3,4)</td>
<td>77.87</td>
<td>210.49</td>
</tr>
<tr>
<td></td>
<td>Timber(^*)</td>
<td>450</td>
<td>-</td>
<td>4.50</td>
<td>3.93(^3)</td>
<td>17.64</td>
<td>50.22</td>
</tr>
</tbody>
</table>

\(^*\) Amount of timber and steel bars is calculated to build one square meter of external wall. Indexes in the table: 1 (ICE, 2008), 2 (Berge, 2009), 3 (Teor, 2016), 4 (Allikmae & Jurgenson, 2017).

In the Table 4 the embodied energy consumed in materials of the timber frame wall is described.

**Table 4.** Embodied energy of timber frame wall (the wall no 5) materials in the case if thermal conductance \( U = 0.092 \text{ W m}^{-2} \text{ K}^{-1} \)

<table>
<thead>
<tr>
<th>Material</th>
<th>Density (kg m(^{-3}))</th>
<th>Thickness of layer (m)</th>
<th>Material (kg m(^{-2}))</th>
<th>Embodied energy (MJ kg(^{-1}))</th>
<th>Material layer’s embodied energy (MJ kg(^{-1})) (kWh m(^{-2}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Linseed oil (external)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>13.54</td>
</tr>
<tr>
<td>2 Cladding</td>
<td>450</td>
<td>0.025</td>
<td>11.25</td>
<td>3.92</td>
<td>44.1</td>
</tr>
<tr>
<td>3 Distance lath</td>
<td>450</td>
<td>0.0019</td>
<td>0.84</td>
<td>3.92</td>
<td>3.35</td>
</tr>
<tr>
<td>4 Wind barrier</td>
<td>50</td>
<td>0.03</td>
<td>0.0015</td>
<td>7.40</td>
<td>11.10</td>
</tr>
<tr>
<td>5 Glass wool</td>
<td>40</td>
<td>0.389</td>
<td>0.015</td>
<td>43.00</td>
<td>669.08</td>
</tr>
<tr>
<td>6 Timber frame</td>
<td>450</td>
<td>0.027</td>
<td>12.15</td>
<td>3.92</td>
<td>47.63</td>
</tr>
<tr>
<td>7 Vapour resistance film</td>
<td>1,390</td>
<td>0.0002</td>
<td>0.278</td>
<td>83.10</td>
<td>23.10</td>
</tr>
<tr>
<td>8 Gypsum board</td>
<td>900</td>
<td>0.014</td>
<td>12.6</td>
<td>6.75</td>
<td>85.05</td>
</tr>
<tr>
<td>9 Colour (internal)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5.27</td>
<td>5.27</td>
</tr>
</tbody>
</table>

Embodied energy of external wall’s square meter 902.22 250.62

From Table 3 we can see that embodied energy of ones square meter of external wall from alternative materials is in the range 13.90–33.39 kWh m\(^{-2}\). Comparing this result to the result from Table 4, we see that embodied energy of timber frame wall will exceed the embodied energy of straw wall 8–18 times. Fig. 4 is compiled to illustrate this difference better.
From the Fig. 4 we can see that the wall no 4 has smallest energy consumption over 30 years and the wall no 5 (industrial materials and \( U = 0.092 \text{ W m}^{-2} \text{ K}^{-1} \)) consumed even more energy than walls no 2 and 3 with not so good thermal conductance as wall no 5.

In our article the calculation (formula 1) was done to find heating energy consumed during 30 exploitation years.

\[
Q_k = H \cdot S \cdot 24 \cdot 10^{-3} \quad (1)
\]

where \( H \) – heat loss which is equalised with \( U \)-value; \( S \) – degree days in Tartu region, 4,933 days (Masso, T. 2012); 24 – hours in.

Graphs on the Fig. 5 presenting the combined impact of heat energy and embodied energy of all five investigated walls over 30 years. The consumed heat energy depends on \( U \)-value.

![Graph](image_url)

**Figure 4.** Embodied energy of investigated walls.

From the Fig. 5 we can see that the wall no 5 has the best energy saving properties over 30 years and the wall no 4 (industrial materials and \( U = 0.092 \text{ W m}^{-2} \text{ K}^{-1} \)) consumed more energy than walls no 2 and no 3 with not so good thermal conductance as the wall no 5.

**RESULTS AND DISCUSSION**

Looking at the walls described in Tables 3 and 4, we see that embodied energy of the walls of local natural materials (the range is 13.90–33.39 kWh m\(^{-2}\)) is significantly smaller than that of the wall no 5 (250.62 kWh m\(^{-2}\)) constructed from industrial building materials. Comparing results the embodied energy of timber frame wall will exceed the embodied energy of straw wall 8–18 times. Even during 30 years the embodied energy
together with heating energy is smaller, comparing walls no 2 and no 3 to the wall no 4. Exceptionally big difference in energy consumption is between the walls no 5 and no 4. The wall no 4 was the theoretical wall where U-value was calculated using thermal conductivity values taken from literature sources: \( \lambda = 0.085 \text{ W m}^{-1} \text{ K}^{-1} \) (straw) and \( \lambda = 0.8 \text{ W m}^{-1} \text{ K}^{-1} \) (clay plaster) and the got U value was 0.092 \( \text{ W m}^{-2} \text{ K}^{-1} \). The wall no 5 was with the equal U-value and thermal conductivities of used materials were taken also from different sources. The comparison of these two theoretical walls show that the materials used in wall no 4 (natural materials) is 1.67 times more sustainable and energy saving than used materials in the wall no 5. So local natural materials are worth researching.

**CONCLUSIONS**

Embodied energy of external wall’s materials had been evaluated for five different walls design with target to estimate 30 years’ life cycle energy consumption of the envelope. Looking at the results of the article the embodied energy of external wall’s building materials should be taken into account in evaluating the energy efficiency of the envelope. On the whole the suggestion is to study this phenomenon in the future to figure out the more exact conditions which may influence total energy consumption. The future plan is to continue the research of local natural building materials, so called alternative materials, for instance lime and hempcrete. Data about embodied energy of lime based on literature sources may be smaller in Estonia. In the future researches it will be fascinating to find how the recycling energy amount will influence the total amount of used energy.
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‘GENETIC LOAD’ and changes in the chronology of early mortality in mini-pigs of ICG SB RAS
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Abstract. This paper describes the study of the common factors of mortality of suckling piglets. It is assumed that this parameter is influenced by recessive lethal factors of the genetic load in population. An immediate subject of study was the chronological analysis of mortality in piglets from the breeding group of mini-pigs of ICG SB RAS (Institute of Cytology and Genetics Siberian Branch of Russian Academy of Sciences) for the period from 2013 through 2019. The results revealed increased number of dead piglets in the early postnatal period (first five days after farrowing) over this time period. This observation was confirmed by a statistically significant correlation coefficient between the year of birth and the number of animals that died during the first five days of life. Mortality in the period from the 6th day to weaning, on the contrary, decreased to probable accidental death which was non-related to genetic causes. Observed redistribution of mortality may be associated with increased general homozygosity in population and, in part, with the optimization of the excessive for mini-pigs multiple fertility. It is possible that the consequence of the second cause is an increase in mortality and a decrease in multiple pregnancy. It is assumed that in the breeding group of mini-pigs of the ICG SB RAS, there is the process of eliminating excessive lethal ‘genetic load’ and optimizing homozygosity to a level ensuring maximum survival of piglets on the 6th day after birth. Results of regression analysis showed that the mortality of piglets in 2018 reached its maximum level and in future a decrease to the optimum level which is typical for domestic pigs is possible. In general, results of this study suggest that newborn piglets are represented by two types. The first type includes animals whose viability potential determined by recessive lethal ‘genetic load’ is zero – they cannot live outside mother’s body. The second type is represented by animals with a genetic viability potential equal to one – they can die only from accidental death.

Key words: mini-pigs of ICG SB RAS, ‘genetic load’, homozygosity, inbreeding, mortality, optimization of piglets number, genetic viability potential, agriculture.

INTRODUCTION

Gene pool of a domestic pig, as well as of on any other species, has the so-called ‘genetic load’ which includes neutral and lethal components (Ingue-Vechtomov, 1989; Lyons et al., 2009). Domestic pigs exist somehow in isolated populations (herds) with limited number of members (Bekenev, 2012; Christensen et al., 2019) where genetic
processes typical for such populations take place; one of these is an increase in homozygosity. This is caused by both random stochastic processes, such as gene drift, and elimination of lethal and semi-lethal mutations through selection (Li, 1976; Ingue-Vechtomov, 1989; Nikitin & Knyazev, 2015). Depletion of gene pool due to gene drift is somewhat balanced by the selection vector for adaptive heterozygosity, as well as due to continuous mutagenesis of the satellite DNA (Ollivier, 2007; Jaeger et al., 2016). At the same time, protein-coding fragments of genome are subject to elimination which depletes not only gene pool, but also population phenofund (Markov & Naimark, 1990). The rate of these processes depends on the size of population and the presence of inbreeding (Li, 1976; Huisman et al., 2016). Moreover, if there is inbreeding in the population, then not only separate loci but the entire genomes (Severtsov, 1990) or, what is obviously more true, their rather large fragments, become homozygous.

The aim of this research is to study the process of elimination ‘genetic load’ from the breeding group of mini-pigs of the ICG SB RAS associated with early mortality. During the study period, this group was ‘closed’ (isolated), small in number, and there was a systematic planned inbreeding in it. Herd homozygosity increased from 0.25 in 2012 to 0.90 in 2018 (Nikitin et al., 2014 and 2018). ‘Genetic load’ of the breeding group of mini-pigs of the ICG SB RAS should be very high and various since four initial breeds were used for its forming – Svetlogorsk mini pigs, Large White, Landrace and Vietnamese breeds (Nikitin et al., 2014). Moreover, it should be taken into account that the allele pool of mini-pigs of the ICG SB RAS was formed not by the general gene pool of these breeds, but rather by total genomes of the founders (Shatokhin et al., 2014). Ultimately, a unique gene pool, different from other forms of domestic pig, has developed in this population what is confirmed by the unique sets of frequencies of erythrocyte antigens of blood groups, allotypes of serum proteins (Shatokhin et al., 2019), endogenous retroviruses (Aitnazarov et al., 2014) and microsatellites (Traspov et al., 2016). Each of the founders, accordingly, brought its share of genetic load into the herd. Studying of the variety of colors of mini-pigs of the ICG SB RAS showed the presence of ‘hidden’ variants in the initial forms (Nikitin et al., 2016 and 2017) which are obviously a manifestation of a neutral recessive ‘genetic load’, however, the question about the presence of early mortality lethal ‘genetic load’ remained unanswered.

**MATERIALS AND METHODS**

The studies were carried out according to the data of zootechnical registration of farrowing in the breeding group of mini-pigs of the ICG SB RAS for the period of 2013–2019. The number of animals in reproductive group during each coupling campaign in the study period ranged from 5 to 10 boars and from 20 to 30 sows (Nikitin et al., 2018). In the period from 01.01.2013 to 31.12.2019 were conducted 14 coupling campaigns. There was culling of small and weak at birth animals in the first five days of their life. All animals were separately weighed at birth and 1 month age. Upon the each fact of mortality of an animal, the date and reason for it was specified in the zootechnical document.

Mini-pigs of the ICG SB RAS is kept in ‘Mini-pigs farm’ of the Federal State Budget Scientific Institution ‘Federal Research Center Institute of Cytology and Genetics of the Siberian Branch of the Russian Academy of Sciences’ (ICG SB RAS) in the suburban area of Novosibirsk, in the village of Kainskaya Zaimka, Russia. Animals
are kept in unheated pig house, on concrete floors, using sawdust as bedding (Sada & Reppo, 2011). Feeding of animals carried out with concentrates consisting of bran, wheat stock feed and boiled meat waste. The content and ratio of nutrients in the feeding corresponded to the standards for feeding pigs with calculation on a live weight of 50–80 kg (Vladimirov et al., 2003). Currently, mini-pigs of the ICG SB RAS are used as a model for cardiac surgery experiments conducted at Meshalkin National Medical Research Center (Chepeleva et al., 2017).

In domestic pigs, early mortality of piglets is commonly divided into two main periods (Topchin, 2012):

1. Before registration in zootechnical journal, i.e. first five days after birth. This group includes stillborn, dead at birth, small, weak and ugly pigs.
2. After registration, on the sixth day after birth and before weaning to sows.

Mortality was estimated as the ratio of the number of deaths during the first of second period to the total number of birth expressed as a percentage. Thus, three parameters were used:

1. Total mortality – ratio of the number of deaths before weaning to sows, including stillborn and ugly ones, to the number of births (%);
2. Mortality before the 6th day – ratio of the number of deaths during first five days, including stillbirths and ugly ones, to the number of births (%);
3. Mortality of sucklings – ratio of the number of deaths starting from the 6th day until weaning to the number of births (%).

For plotting in accordance to studied parameters, we used Microsoft Excel. Regression and correlation analyses were carried out according to recommendation (Lakin, 1990). Significance of differences in statistical parameters was evaluated using Student’s test (Lakin, 1990). The trend was calculated by using software Microsoft Excel 2007.

RESULTS

Six-year dynamics of changes in mortality of piglets of mini-pigs in the ICG SB RAS can be described by linear regression equations (Fig. 1); it allows estimating the significance of these changes through correlation coefficients between the year of birth and the proportion of dead piglets (Table 1).

These changes show a relevant increased death rate of piglets until the 6th day after birth with a relevant decreased mortality starting from the 6th day. In general, mortality growth from birth to weaning is statistically insignificant (Table 1). This combination of changes in three mortality parameters allows suggesting that there is a shift in the time of piglets’ death to the earlier period, i.e. first five days after birth. If this assumption is true, changes in mortality before the 6th day after birth and starting from it should be:

1) symmetrical,
2) with a negative correlation between them.

Symmetry of the changes observed means the symmetry of their linear trends, through the intersection of which and parallel to x axis, the line of symmetry will run. To determine the y coordinate of this line, we used linear regression equations for mortality before the 6th day and starting from it (Fig. 1). The equations were reduced to

\[
\begin{align*}
    x &= \frac{y + 6472.2}{3.225} \quad \text{and} \quad x = \frac{-y + 4491.7}{2.2238}
\end{align*}
\]

and, and then combined into equation

\[
\begin{align*}
    y + 6472.2 = \frac{-y + 4491.7}{2.2238}
\end{align*}
\]

from which \( y \approx 14.99 \) (Fig. 1).
Figure 1. Changes in postnatal mortality of piglets of mini-pigs at the ICG SB RAS during the period from 2013 to 2018.

Table 1. Changes in mortality of piglets of mini-pigs in ICG SB RAS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Year</th>
<th>Correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Born total heads</td>
<td>2013</td>
<td>555</td>
</tr>
<tr>
<td>Died total heads</td>
<td>2014</td>
<td>331</td>
</tr>
<tr>
<td>Died total</td>
<td>2015</td>
<td>365</td>
</tr>
<tr>
<td>Died total</td>
<td>2016</td>
<td>413</td>
</tr>
<tr>
<td>Died total</td>
<td>2017</td>
<td>265</td>
</tr>
<tr>
<td>Died total</td>
<td>2018</td>
<td>212</td>
</tr>
<tr>
<td>Year of birth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>By the 6th day before</td>
<td>2013</td>
<td>152</td>
</tr>
<tr>
<td>By the 6th day before</td>
<td>2014</td>
<td>103</td>
</tr>
<tr>
<td>By the 6th day before</td>
<td>2015</td>
<td>131</td>
</tr>
<tr>
<td>By the 6th day before</td>
<td>2016</td>
<td>143</td>
</tr>
<tr>
<td>By the 6th day before</td>
<td>2017</td>
<td>75</td>
</tr>
<tr>
<td>By the 6th day before</td>
<td>2018</td>
<td>77</td>
</tr>
<tr>
<td>By the 6th day before</td>
<td></td>
<td></td>
</tr>
<tr>
<td>By the 6th day</td>
<td>2013</td>
<td>14.69</td>
</tr>
<tr>
<td>By the 6th day</td>
<td>2014</td>
<td>17.92</td>
</tr>
<tr>
<td>By the 6th day</td>
<td>2015</td>
<td>21.14</td>
</tr>
<tr>
<td>By the 6th day</td>
<td>2016</td>
<td>24.36</td>
</tr>
<tr>
<td>By the 6th day</td>
<td>2017</td>
<td>27.58</td>
</tr>
<tr>
<td>By the 6th day</td>
<td>2018</td>
<td>30.81</td>
</tr>
<tr>
<td>By the 6th day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trend deviation from the line</td>
<td>2013</td>
<td>0.30</td>
</tr>
<tr>
<td>Trend deviation from the line</td>
<td>2014</td>
<td>2.93</td>
</tr>
<tr>
<td>Trend deviation from the line</td>
<td>2015</td>
<td>6.15</td>
</tr>
<tr>
<td>Trend deviation from the line</td>
<td>2016</td>
<td>9.37</td>
</tr>
<tr>
<td>Trend deviation from the line</td>
<td>2017</td>
<td>12.59</td>
</tr>
<tr>
<td>Trend deviation from the line</td>
<td>2018</td>
<td>15.82</td>
</tr>
<tr>
<td>Trend deviation from the line</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before the 6th day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>After the 6th day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference % before the 6th day</td>
<td>2013</td>
<td>-6.13</td>
</tr>
<tr>
<td>Difference % before the 6th day</td>
<td>2014</td>
<td>6.95</td>
</tr>
<tr>
<td>Difference % before the 6th day</td>
<td>2015</td>
<td>19.45</td>
</tr>
<tr>
<td>Difference % before the 6th day</td>
<td>2016</td>
<td>12.83</td>
</tr>
<tr>
<td>Difference % before the 6th day</td>
<td>2017</td>
<td>19.24</td>
</tr>
<tr>
<td>Difference % before the 6th day</td>
<td>2018</td>
<td>25.94</td>
</tr>
<tr>
<td>Average weight at birth g</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Paired values of deviations of trend lines from the line of symmetry should be equal in absolute values, and their difference should be equal to zero, both in each comparison pair and in general. However, the absolute values of deviations were actually not equal (Table 1), and their average value over six measurements, 2.435 ± 0.742, is definitely
(\(P < 0.01\)) not equal to zero. Thus, the changes in mortality before and after the 6th day after birth are not symmetrical, however, relevant negative correlation is observed between them \((r = -0.98, \(P < 0.01\)). This result showed that, along with a redistribution of the death time of piglets, there was a direct increase in their mortality up to the 6th day after birth, as it is indicated by a relevant positive correlation between the year of birth and the difference between observed mortality values before the 6th days after birth and starting from it (Table 1).

To assess the nature of changes in the growth rate of piglet mortality during the first five days after birth, the dynamics of this process was developed (Fig. 2) showing that although this process can be described by linear regression equation in the time period under study, it can be more adequately expressed by parabolic equation (Fig. 2). According to parabolic equation, in 2018, the death rate of piglets in the first five days after birth reached its maximum and will continue to decline. It is known that low weight of newborn piglets (less than 600 g) is accompanied by their reduced life and competitiveness (Pond & Houpt, 1978; Nikitin & Knyazev, 2015). Correlation between mortality from birth to weaning and average birth weight during this year was statistically significant \((r = -0.87, \(P < 0.05\)). At the same time, in this research, the correlation between the year of birth and the average weight of piglet born this year is statistically insignificant (Table 1). That is, the variation in average birth weight, unlike mortality, is not related to the year of birth. Therefore, the correlation between mortality and average birth weight is not indirect (mediated by year of birth), but a direct one.

![Figure 2. Increase in mortality of piglets of mini-pigs at the ICG SB RAS during the first five days after birth in the period from 2013 to 2018.](image)

Piglets mortality from birth to weaning will result in a reduction in the number of piglet reared from sow (live on the 6th day after birth) and in the number of weaned piglets received on average from one sow. Since it cannot be excluded out that a shift in mortality can also affect prenatal period, a decrease in total number of piglets (including stillborn piglets) is possible.
To assess these parameters, the dynamics of their changes were plotted (Fig. 3). It turned out that although a decrease in multiple pregnancy was observed for six years, correlation coefficient between it and the year of birth of piglets is statistically insignificant and equals to -0.64. However, for parameters directly related to mortality, it is statistically significant ($P < 0.01$) and amounts to:

1) for the number of born piglets on the 6th day after birth $r = -0.98$;
2) for the number of piglets at weaning $r = -0.91$.

Statistical insignificance of correlation between multiple pregnancy and the year of birth suggests that there is no shift in mortality to prenatal period. However, there is a parallelism in the trends of multiple pregnancy and the number of piglets in a litter at weaning (Fig. 3), but at the same time, correlation coefficient between these parameters is irrelevant ($r = 0.70$). Since the inclination of line is determined by regression coefficient, the absence of significant differences between two regression coefficients indicates their possible parallelism. Regression coefficient for multiple pregnancy is $-0.1591 \pm 0.0954$, for the number of live piglets before weaning $-0.1771 \pm 0.0395$ (Fig. 3). Difference between them is irrelevant (Student’s criterion is 0.17). Parallelism of trends, one of which is statistically significant and the other irrelevant, as well as irrelevant correlation between them indicate a greater exposure of the second parameter to the influence of random factors. Thus, there is reason to believe that a shift in mortality to prenatal period exists, and it makes sense much more than the absence of such shift.

![Figure 3. Dynamics of changes in total multiple pregnancy; piglets reared from mother and the number of piglets at weaning per sow.](image)

**DISCUSSION**

This study showed the relevancy of common division of piglets’ mortality into two periods:

1) before the 6th day after birth;
2) starting from the 6th day after birth.
Genetic background of this dividing is obvious. It is due to genetically determined viability potential of newborns which are naturally divided into two types (Rosendo et al., 2007; Andersen et al., 2011; Topchin, 2012; Nikitin & Knyazev, 2015):

1) Animals whose genetic viability potential (the probability of surviving until weaning) is equal to zero. Their genotype and, accordingly, phenotype are incompatible with life outside mother’s body. The proportion of such animals shows the level of burdening the reproductive part of population with lethal ‘genetic load’ but is not related to the viability of young animals during suckling period.

2) Animals whose genetic viability potential in early postnatal period of ontogenesis can be considered as equal to one. In them, just accidental death can happen which is not related to their genetic characteristics.

The features of mortality changes are obviously associated with increased homozygosity in a limited population with systematic inbreeding that was observed earlier (Dubinin & Glembotskiy, 1967). Was shown that the maximum frequency of lethal alleles can reach 10%, after which these alleles were eliminated by selection (Derks et al., 2019). Since each dying and naturally not leaving offspring animal reduces the frequency of allele responsible for its death (Li, 1976; Altukhov, 2003), this should form the dynamics of increased mortality described by parabolic equation (Fig. 2).

Increased homozygosity of selection group is also associated with redistribution of mortality to an earlier period. This seems quite logical given the four-factor system of piglets’ safety, which consists of feeding sows, their maternal qualities, size of the litter and genetic components (Andersen et al., 2011). Moreover, the latter is also very difficult (Rothschild et al., 2007; Wang et al., 2016; Stafuzza et al., 2019) and it in turn can be decomposed into the presence of alleles that reduce viability, homozygosity and genes that determine the live weight, since it is also a factor of survival (Pond & Houpt, 1978; Smith et al., 2007). With constant litter size and feeding conditions, as well as with the elimination of sublethal alleles and a decrease in homozygosity, the shift in mortality terms to an earlier period can be explained by the fact that the proportion of mortality of small-weight piglets in the herd increases.

Culling of weak newborns could simulate shifting mortality to an earlier period but such cases are recorded as culling, and not as death, so this assumption is untenable. At the same time, cumulative effect of homozygosity in many loci that reduce viability should shift the time of death to an earlier period. It is known that one of the significant factors of animal mortality in a highly inbred population is the homozygous state of lethal and sublethal alleles (Latter, 1998; Charlesworth & Willis, 2009). Therefore, the more such loci are homozygous, the earlier the animal will die. Shift in mortality to the first five days after birth has led to minimal mortality of piglets during later period; during last two years, it has stabilized and amounts to about 5%. This value is consistent with the probability of accidental death non-dependent of genetic factors (Muns et al., 2016). Therefore, there is reason to believe that, other things being equal, achieved level will remain such in the future.

The idea that a negative ‘genetic load’ can also perform positive functions seems to be very interesting. If multiple pregnancy is excessive, homozygosity for recessive lethal and sublethal alleles reduces its size and, thereby, reducing the ‘damage’ to mother’s body and competition between littermates, increases the possibility of survival of the remaining animals. Breeding mini-pigs aimed at downsizing is, in fact, an artificially created situation when multiple fertility inherited from large pigs is clearly
excessive. A rapid decrease in actual multiple pregnancy (the number of ovulated eggs) is hardly possible, therefore, the optimization of the number of offspring in litter (bringing it in line with the size of mother) is achieved by increasing homozygosity for the alleles of early death. Moreover, the sooner this death occurs, the more beneficial it will be, both for mother and for remained piglets. Mortality changes observed in the breeding group of mini-pigs of the ICG SB RAS are consistent with this hypothesis. They show a rapid increase in early mortality (the whole process took just six years), with the same rapid decrease in mortality during later period. At the same time, the number of piglets survived to weaning is reduced what can be considered as an adaptively determined tendency for an optimal number for breeding group. It should be noted that a decrease in the number of piglets at weaning to the value obtained in 2018 (4.22 piglets per sow) is not critical for mini-pigs at the ICG SB RAS. Much more important is the positive effect of this reduction, i.e. lesser burden on sows, their better development, fatness, and health of piglets; the latter, therefore, in less age become ready for use in surgical experiments.

CONCLUSION

In general, results of this study show that in the breeding group of mini-pigs of the Institute of Cytology and Genetics of SB RAS, the process of removing ‘genetic load’ and optimization of multiple pregnancy has reached its completion stage. A herd of mini-pigs at the ICG SB RAS is highly inbred. According to 2018 data, similarity index for the animals of reproductive core calculated on the basis of the ‘blood share’ of founder is close to the figure of one, that is, genetic similarity between them is close to that between siblings. It is clear that the level of homozygosity with this genetic background is rapidly growing including this in the alleles that form ‘genetic’ load which caused increased mortality. However, death of young animals from the 6th day until weaning in 2017–2018 stopped at a value close to 5%, that is, it obviously does not have genetic background and is due to random reasons. The shift of death to the first days after birth and achievement of maximal annual increase in mortality during this period indicate that in the future, a decrease in piglet mortality is expected to reach the level optimal for the breeding group of mini pigs of the Institute of Cytology and Genetics SB RAS.
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Abstract. The study was aimed at design and development of an energy efficient hybrid solar dryer suitable for drying of organic Conilon coffee placed in the town of Seropédica, Rio de Janeiro, Brazil. The energy efficiency and the drying efficiency were the evaluation criteria for thermal performance of the hybrid solar dryer during the coffee drying. Temperature and relative humidity (RH) of the drying and ambient air, solar radiation intensity and coffee weight loss were monitored during the drying process. The process occurred over six consecutive days; the drying time was from 07:00 to 17:00 h, totalling 120 h of operation with an intermittent period (at night) of 14 h. During intermittence, the exhaust system kept off and solar collector and drying chamber sealed. The effective drying period took 60 h, with temperature and RH, respectively, of 38.3 $^\circ$C and 60.6\% outlet of the solar collector, 32.7 $^\circ$C and 72.2\% outlet drying chamber and 27.8 $^\circ$C and 74.5\% ambient air. The maximum temperature in the solar collector and drying chamber reached 54 and 47.7 $^\circ$C, respectively, with an ambient air temperature of 32 $^\circ$C at 12:00 h. These values showing temperature increase 22.2 $^\circ$C in solar collector and 10 $^\circ$C drying chamber. The mean variation for the reduction in RH between the drying air inside the solar collector and the ambient air was 28\%, while in the chamber obtained in a range of 10.5\% at 13:00 h. The solar collector and dryer chamber efficiency were 29.1 and 40.8\%, respectively, while the overall dryer efficiency 39.7\%.

Key words: organic Conilon coffee, drying, sustainable processing, energy efficiency.

INTRODUCTION

In the processing of coffee fruits there are different methods to obtain sensory characteristics to be consumed as a beverage. Among the methods, those that make up the post-harvest processing can be highlighted. The first stage can be divided into dry pre-processing to obtain natural grain and washing pre-processing generating peeled, pulped and mucilage-free coffee (Lima Filho et al., 2015). These stages is followed by drying of the coffee fruit, in which there is a reduction in their moisture content, thus leading to reductions in chemical reactions and in the proliferation of microorganisms
that often deteriorate the final product (Borém et al., 2013, Nakayama et al., 2020). Coffee is one of the products with highest costs in the drying process, not only due to the high initial moisture content but also because the structural characteristics of fruits and grains are susceptible to damage that can depreciate the quality of the dry product, decreasing its commercial value (Palacin et al., 2009).

Specifically, conventional methods of drying coffee can be on the ground (earth and concrete) and in mechanical dryers. The sun drying and air natural stages at the ground is possible in environments with low relative humidity and little cloudiness, having as main advantage the saving of energy. However, this type of drying is a relatively slow process that can lead to considerable losses of product quality, besides requiring extensive areas and long drying time (Deeto et al., 2018). On the other hand, dryers that use energy sources through electricity, firewood or fossil fuels avoid the problems of ground terraces, but they are equipment that increase production costs, harmful to the environment and generate energy dependence for producers (Moreira et al., 2019).

Nowadays, sustainable food processing is becoming an increasingly important issue in developing countries. Within this concept, solar drying is able to meet the growing demand for healthy and low-cost natural foods (Azouma et al., 2019). In view of energy issues, an alternative to the drying process is the use of solar dryers because it is a process that uses renewable and non-polluting energy sources (Altobelli et al., 2014, Azouma et al., 2019). Solar dryers for agricultural products are the most useful device from the point of view of energy conservation that not only saves energy, but also drying time, occupying less area, improving product quality and the employee’s lives (Kant et al., 2016; Camelo et al., 2019; Moreira et al., 2019). In Brazil, solar drying of agricultural products becomes a promising methodology due to the use of the abundance of solar radiation (Alves et al., 2019). With this it is possible to convert solar energy into thermal energy in the solar collector coupled to the dryer and to heat the ambient air (Camelo et al., 2019). Therefore, solar dryers are an alternative to current conventional drying methods for coffee (Moreira et al., 2019).

Solar drying is based on the use of direct and indirect dryers with natural or forced convection, making it possible to control the drying rate (Kumar et al., 2016; Lingayat et al., 2020a). In the first dryer, the solar collector and drying chamber perform the same function with the incidence of radiation directly on the agricultural product (Almeida et al., 2016). These dryers have advantages such as simple construction and low cost, but they present greater product deterioration, slower drying and loss of efficiency due to decreased transmittivity of the glass lid from condensation and moisture (Sandali et al., 2019; Lingayat et al., 2020b). In contrast, in the indirect dryer, the radiation does not act directly on the agricultural product, which results in quality improvements, besides reducing drying time and contaminants, ideal characteristics for coffee drying (Lingayat et al., 2017).

Furthermore, solar dryers can be classified as hybrids in terms of how they are activated by means of energy. In other words, hybrids can be mentioned, in which different forms of generation obtain the same type of energy, whether electrical or thermal (Montero et al., 2010; Oliveira et al., 2019). In addition, hybrid active mode enabled a considerable reduction in drying time, being an aspect to take into account for its use during low solar radiation or at night time (Montero et al., 2015). Hybrid dryers are a viable option as they can make use of solar thermal energy, in heating the drying
air, and electrical energy by conventional source or photovoltaic plates, to activate the exhaust system, making that this system is more flexible and economical than the conventional one (Oliveira et al., 2019). Different design and performance evaluation of hybrid dryer has been studies. Solar energy during peak sunshine hours and liquefied petroleum gas (LPG) water heater as auxiliary heat source during low sunshine hours was evaluated to drying of shrimps. In this hybrid dryer, solar system supplied 73.93% of the energy requirement of the solar-LPG hybrid dryer for shrimp drying (Murali et al., 2019).

In association with the construction, design and performance evaluation of different types of dryers, one must take into account the efficiency of these technologies when drying agricultural products. In a study for the development and technical-economic evaluation of an electric hybrid solar dryer for tomato cultivation, Bougahli et al. (2009) verified the influence of the increase in air flow on the efficiency of the dryer, thus obtaining efficiency of up to 47.5% for a flow of 2 m s$^{-1}$. The authors also conclude that under the conditions evaluated, the return on investment was 1.27 years compared to the estimated dryer life of 15 years, indicating that it is a viable option for drying agricultural products.

Currently, several studies are being developed to improve and increase the efficiency of solar dryers through the search for materials that allow greater transfer and conduction of heat. However, complex material combinations make these dryer designs less sustainable and more economical. Khanlari et al. (2020a) mention that when drying agricultural products, temperature is a limiting factor. Thus, evaluating a tube-type air heater associated with the greenhouse dryer, showed a maximum efficiency of 56.77% for an air flow of 0.015 kg s$^{-1}$ and reducing the drying time by 30%.

Evaluating the solar drying of cucumber fruits ($\textit{Solanum muricatum}$ L.), two dryers were developed, an indirect double-pass dryer (DIPS) and another indirect double-pass dryer with modification of the mesh absorber (DPISDMA). The solar dryer showed an average efficiency of the collector between 70 and 80%, and the addition of the mesh with a thickness of 5 mm improved the thermal performance of the collector, allowing a better quality drying of the cucumber fruits (Güler et al. 2020). By studying the drying behavior of celery ($\textit{Apium Graveolens}$ L.) in a parallel pass solar dryer (PPSC), deflectors were added to the dryer in order to improve thermal performance. The dryer during the evaluation presented instantaneous efficiency of 84.3% for higher flow and higher thermal efficiency as more deflectors are added (Khanlari et al., 2020b).

The drying process and the dynamics of the internal mass transfer mechanisms are specific to each product (Dermirpolate, 2019). There are still few studies on the behavior of coffee drying in such dryers, so in general there is the need for technical and operational information, such as knowledge on the intermittence of the process and on the performance of these dryers (Amunugoda et al., 2013; Shalaby & Bek, 2014; Camelo et al., 2019, Montero et al., 2019). Thus, the objective was to developing a hybrid solar-electric dryer (HSED) for effective use on coffee drying applications. For that purpose, it was studied the thermal efficiency of the solar collector and of the drying chamber, and, subsequently, the overall thermal efficiency of the hybrid solar-electric dryer (HSED) during the drying of conilon coffee.
MATERIAL AND METHODS

The experiment was conducted at the Laboratory of Rural Electrification and Alternative Energies and at the Laboratory of Storage of Agricultural Products of the Institute of Technology (IT)/Department of Engineering (DE) of the Federal Rural University of Rio de Janeiro (UFRRJ), Campus of Seropédica - Rio de Janeiro, Brazil. The climate of the region is classified as Aw according to Köppen’s classification, with average annual temperature of 24.5 °C (Carvalho et al., 2006).

Emcapa 8121 clonal variety of Conilon coffee (Coffea canephora Pierre ex Froehner) harvested from organic production systems was used in the experiment. Fruits were harvested manually coming from the Agroecological Farm km 49, located in the municipality of Seropédica, state of Rio de Janeiro. Two types of coffee preparation were analyzed: washed cherry, where the skin and part of the mucilage were removed before they were dried at the HSED and natural coffee, where the fruits were harvested at the green, beginning maturation, and mature stages and taken to the drying at the HSED. The performance of the developed hybrid solar dryer was evaluated using natural (0.88 ± 1 wb, decimal wet base) and washed organic Conilon coffee (0.83 ± 1 wb), until the coffee reached 0.09 ± 1 wb.

The HSED consists of solar collector, drying chamber, exhaust system and photovoltaic panel with solar tracker. In order to make greater use of the incidence of solar radiation for a maximum period of 12 h, the face of the solar collector was installed pointing North with a tilting angle equal to the latitude of the municipality of Seropédica - RJ (23°), plus 15° (Fig. 1).

The solar collector consists of a rectangular aluminum plate, with dimensions of 0.68×3.00×0.14 m (width × length × height). The adopted solar collector was sized so that an area of 8 m² of solar collector is required for each cubic meter of the drying chamber, forming the ratio of 1 m³:8 m², as adopted by Oliveira et al. (2019). The solar radiation-absorbing surface consists of a corrugated aluminum structure in a triangular profile with dimensions of 0.10×0.08 m (base × height) and thickness of the 0.01 m, painted matte black. The surface area exposed to solar radiation consists of a transparent, flat glass plate (0.004 m thick) with area of 2.04 m². The absorptivity and transmissivity of the flat glass plate was 0.07 and 0.85, respectively. The ambient air travels in the thermal fluid circuit in the solar collector through the six lower channels of the absorbing...
surface to receive thermal energy to the drying chamber. The upper channels of the absorbing surface are sealed so that the ambient air passes only through the lower triangular section. The cross-section area of the solar collector was determined as a function of the quantity and triangular area of the six drying air-conducting channels, being equal to 0.024 m².

The drying chamber was made of metal, lined with a glass wool (thermal conductivity \(-0.04\) W (m K\(^{-1}\))), and had dimensions of 1.79×1.01×0.85 m (width × height × depth), which resulted in an area of 1.80 m² and a volume of 1.54 m³. Inside it there are three trays containing nine removable metal basket with oblong holes to hold agricultural products, equally distanced from each other. The baskets have a screened bottom to allow the passage of the drying air, through the sample.

There is a rectangular entrance at the bottom of the drying chamber with dimensions of 0.815×0.185 m to fit a connection duct between the solar collector. In the upper part of the chamber, an exhaust fan was installed, with a power of 144 W, in order to guarantee the forced convection of the drying air inside. The exhaust fan accompanies a Dimmer in the form of a potentiometer (Speed Control) that allows to control the rotation of the device.

In order to generate electrical energy to drive the exhaust fan, the photovoltaic system with a 500 W solar tracker was installed. In addition to these electrical energy generating components, the hybrid system consists of a charge controller, batteries and a sinusoidal inverter. The energy storage in batteries guarantees the reliability of the system, as they allow to consume this energy in seasons when no wind is verified. The charge controller manages and controls the charging and discharging process of the battery bank. This controller allows the batteries to be fully charged and prevents them from being discharged below a safe value.

**Monitoring of drying air and ambient air parameters**

Throughout the drying process, the solar collector and drying chamber of the HSED were monitored for temperature (\(T_{\text{air dry}}\)), relative humidity (\(RH_{\text{air dry}}\)) and drying air velocity (\(V_{\text{air dry}}\)). Ambient air was monitored for temperature (\(T_{\text{air amb}}\)), relative humidity (\(RH_{\text{air amb}}\)), light intensity and solar radiation. The parameters were obtained at regular periods every hour. Thermocouples connected to a millivoltmeter with accuracy of ± 0.1 °C were used to monitor \(T_{\text{air dry}}\) and \(T_{\text{air amb}}\). \(RH_{\text{air dry}}\) and \(RH_{\text{air amb}}\) were measured using an MTH-1380 thermo-hygrometer. \(V_{\text{air dry}}\) was monitored with a Minipa MDA II digital thermo-anemometer every hour throughout the effective drying period, in order to keep it fixed at 0.98 m s\(^{-1}\). In case of variation, the adjustment of the drying air speed was carried out with the Dimmer attached to the exhaust fan. This value of the present study has been used by Mirzaee et al. (2010), who satisfactorily described the apricot drying curve through a logarithmic model, and by Kant et al. (2016) for the indirect solar drying of potatoes.

Solar radiation data along the solar drying period were obtained from the National Institute of Meteorology (INMET), coming from the automatic weather station of Agricultural Ecology, located in the municipality of Seropédica, Rio de Janeiro, Brazil. This weather station is situated 2.73 km away from the IT of UFRRJ.
Adopted procedure for coffee drying

Initially, the removable basket of each tray were filled with coffee fruits, forming a thin layer of 0.03 m. Then, the trays were arranged in the drying chamber to start the process. The baskets were periodically removed every hour to be weighed during the drying process. The condition of hygroscopic equilibrium was considered so that the variation in the mass of the baskets with coffee did not exceed 0.01 g for three times consecutive weighing procedures, where a final water content of 0.09 ± 1% wb was reached.

The solar drying of the samples was carried out in six consecutive days, being from 07:00 to 17:00 h, totaling 120 h of operation. At night, when the exhaust system was turned off and the solar collector and drying chamber were sealed in order to avoid external interference in the internal microclimate, it was considered an intermittence of 14 h (between 17:00 and 7:00 h). The effective drying time of the coffee, without considering the intermittence period, was 60 h.

Thermal performance of the HSED

After collecting the drying parameters, the thermal efficiency of the solar collector, drying chamber and the overall thermal efficiency of the HSED were evaluated.

Thermal efficiency of the solar collector

The thermal efficiency of the solar collector was determined according to the ratio between the useful energy supplied and the incident solar energy along the drying period (Eq. 1).

\[ \eta_c = \frac{E_u}{E_i} = \frac{\int P_{u\, col} \, dt}{A_d \int I_t \, dt} = \frac{P_{u\, col}}{P_i} = \frac{\dot{m} \times c_p \times (T_o - T_i)}{I_t \times A_d} \]  

(1)

where \( \eta_c \) – Thermal efficiency of the collector; \( E_u \) – Useful energy supplied by the solar collector along the drying period \( t \); \( E_i \) – Incident solar energy on the solar collector along the drying period \( t \); \( P_{u\, col} \) – Useful energy gain of the collector, W; \( A_d \) – Surface area of the solar collector exposed to solar radiation, m²; \( I_t \) – Solar radiation on the tilted surface, W m⁻²; \( P_i \) – Potential related to solar energy, W; \( \dot{m} \) – Mass flow rate of the air, kg s⁻¹; \( c_p \) – Specific heat of the air, J (kg °C)⁻¹; \( T_o \) – Outlet temperature of the collector, °C and \( T_i \) – Inlet temperature of the collector, °C.

Eq. 2 was adopted to calculate \( \dot{m} \) (Montero et al., 2010).

\[ \dot{m} = \rho \times A_c \times v_m \]  

(2)

where \( \rho \) – Specific mass of the incoming air of the solar collector, kg m⁻³; \( A_c \) – Transverse area of the solar collector, m² and \( v_m \) – Average air velocity at the inlet of the solar collector, m s⁻¹.

The \( \rho \) was determined as a function of the inlet temperature of the solar collector, according to Eq. 3 (Montero et al., 2010).

\[ \rho = \frac{353.44}{T_i + 273.15} \]  

(3)

According to the study conducted by Silveira (2016), the efficiency of the solar collector was evaluated considering the insulation of the system does not allow air leakage. The air inside the solar collector behaves as an ideal gas at constant pressure, and the transmittance-absorbance between the glass and the absorbing plate is negligible. The radiation measured on a flat surface (weather station) is the same for the tilted
surface. A value of 1,006 J (kg °C)^{-1} was adopted for the specific heat of the air to calculate the efficiency of the collector (Silveira, 2016).

**Thermal efficiency of the drying chamber**

The thermal efficiency of the HSED drying chamber was determined considering the useful energy gain obtained, potential related to solar energy and to the power required by the exhaust (Eq. 4).

\[
\eta_{chm} = \frac{P_{u \ chm}}{P_{u \ col} + P_e} = \frac{\dot{m}_w \times l_v}{P_{u \ col} + P_e}
\]

where \( \eta_{chm} \) – Thermal efficiency of the drying chamber; \( P_{u \ chm} \) – Useful energy gain of the drying chamber, W; \( P_e \) – Exhaust power, W; \( \dot{m}_w \) – Water evaporation rate in the grains, kg s^{-1} and \( l_v \) – Latent heat of water evaporation at the air saturation temperature, J kg^{-1}.

To calculate the thermal efficiency of the drying chamber, a value of 2,256 J kg^{-1} was adopted for the latent heat of water evaporation at the air saturation temperature. Eq. 5 was used to determine \( \dot{m}_w \).

\[
\dot{m}_w = \dot{m}_{chm} \times (AM_o - AM_i)
\]

where \( \dot{m}_{chm} \) – Mass flow rate of the air in the drying chamber, kg s^{-1}; \( AM_o \) – Outlet absolute moisture of the drying chamber, decimal and \( AM_i \) – Inlet absolute moisture of the drying chamber, decimal.

Equal 6 was used to determine \( \dot{m}_{chm} \).

\[
\dot{m}_{chm} = \rho_{chm} \times v_{m \ chm} \times A_{chm}
\]

where \( \rho_{chm} \) – Specific mass of moist air for the drying chamber, kg m^{-3}; \( v_{m \ chm} \) – Average air velocity in the drying chamber, m s^{-1} and \( A_{chm} \) – Area of the drying chamber, m².

The \( \rho_{chm} \) was determined as a function of \( T_{ichm} \) according to Eq. 7 (Montero et al., 2010).

\[
\rho_{chm} = \frac{353.44}{T_{e \ chm} + 273.15}
\]

**Overall thermal efficiency of the HSED**

The overall thermal efficiency of the hybrid solar-electric dryer was determined considering the useful energy gain of the drying chamber, the potential related to solar energy and the power of the exhaust (Eq. 8).

\[
\eta_g = \frac{P_{u \ chm}}{P_i + P_e}
\]

**RESULTS AND DISCUSSION**

It was observed that during the solar drying of conilon coffee, the ambient temperature did not vary along the six days of process, averaging 27.8 °C. The average minimum temperature reached was 20.0 °C, at 7:00 h, and the average maximum was 31.6 °C, from 12:00 to 14:00 h. From 14:00 h the ambient temperature decreased until reaching 25.3 °C at 17:00 h (Fig. 2).
Regarding the relative humidity, it can be observed that this drying indicator showed the same behavior over the six days of the process, with an average of 74.5%. The highest values of relative humidity occurred was 94.0% at 07:00 h, and the minimum was 53.8% at 13:00 h.

The average global solar radiation obtained during the drying period of coffee in the HSED was approximately 306.9 W m⁻², with peaked was 662.3 W m⁻² at 16:00 h. The period of maximum average value of global radiation does not coincide with that achieved by the temperature. Furthermore, it can be observed that in the daytime between 07:00 and 10:00 h there was low availability of radiant energy, with an average of 0.5 W m⁻². In the period of availability of solar energy (11:00 to 17:00 h), the average global solar radiation was 482.0 W m⁻² (Fig. 2). Lingayat et al. (2017) when using indirect solar dryer (solar flat plate air collector with V-corrugated absorption plates, insulated drying chamber, and chimney for exhaust air) for banana drying in India obtained maximum and average incident solar radiation values of 1,219.1 and 897.4 W m⁻², respectively.

It was verified that environmental conditions are favorable to coffee drying, since the period of higher temperature coincides with lower value of relative humidity and higher availability of solar energy. Additionally, on the fourth day of drying, there was a low incidence of rain, leading to lower temperatures from 12:00 h. In the evaluation of the solar dryer thermal efficiency low incidence of rain, including collector and drying chamber, it is essential to take into account the environmental conditions, such as temperature, relative humidity and radiation, as well as the geographical location (Altobelli et al., 2014).

In specific case of coffee drying, in Brazil, its harvest occurs in the months between May and August (autumn/winter season), so there are excellent environmental conditions such as high level of solar radiation and low level of rainfall. In order to maintain its quality for processing and, subsequently, marketing at any period of the year, coffee is immediately dried. Thus, the drying period of the different lots of conilon

**Figure 2.** Temperature (°C), relative humidity (%) and global solar radiation (W m⁻²) over the drying period: $T_n$ – Temperature; $RH_n$ – Relative humidity; $I_n$ – Solar radiation; n – drying day.
coffee are consistent with the Brazilian reality in any season for the metropolitan region of Rio de Janeiro, Brazil.

**Thermal efficiency of the solar collector**

The thermal efficiency of the solar collector can be influenced by its size, mode of operation, geographical location, mass flow rate, temperature, relative humidity and local radiation (Montero et al., 2010; Lingayat et al., 2017). Fig. 3 shows the curve of drying air temperature (inlet, middle and outlet of the solar collector) along the drying period.

The ambient air temperature and solar collector’s inlet temperature did not show great variations among themselves during the coffee drying period, being the average of $27.9 \pm 0.02$ °C. In contrast, the average temperature in the middle and at the outlet of the solar collector were respectively 10 and 27% higher than that of the inlet.

![Figure 3. Temperature (°C) as function of effective drying period in the solar collector: T – Temperature; i – inlet; m – middle; o – outlet; n – drying day.](image)

The highest average temperatures were recorded at noon, being equal to 32 °C for ambient temperature and at the inlet, to 39 °C in the middle and to 54 °C at the outlet of the solar collector. At this moment, an increase of 21.1 °C was observed in the collector’s outlet temperature compared to the inlet temperature. Then, there was a reduction in the temperatures, regardless of the data collection position, equal to 25 °C at 17:00 h (Fig. 3). Shuck et al. (2014) evaluated the efficiency of flat solar collector for tobacco drying and considered the inlet temperature of the solar collector as the ambient temperature itself, because there was no significant difference between the two.

In addition to the increase in drying air temperature and global solar radiation, the reduction of relative humidity is a factor that proves the efficiency of the solar collector. Combined with this, indicators such as temperature and relative humidity are tools to be considered when there are variables other than solar radiation taken as energy sources (Altobelli et al., 2014).
Therefore, in Fig. 4 presents the relative humidity recorded at the outlet of the solar collector, which decreased by 33% at 12:00 h, compared to air at the inlet (Fig. 2). In general, the relative humidity of the ambient air and at the inlet of the solar collector showed a difference of no more than 5% at 09:00 and 11:00 h.

![Figure 4. Relative humidity (%) as function of effective drying period in the solar collector: RHn – Relative humidity; i – inlet; m – middle; o – outlet; n – drying day.](image)

In terms of instantaneous thermal efficiency of the solar collector, at the beginning of the daytime there were average values higher than 100%, equal to 1,201% at 07:00 h, 490% at 08:00 h, -6,187% at 09:00 h and 2,421% at 10:00 h. The high values of instantaneous thermal efficiency of the solar collector in the coffee drying period from 07:00 to 10:00 h can be justified by the combination between low global solar radiation and temperature, as observed in Fig. 2. When determining the thermal efficiency of the solar collector of continuous solar dryer integrated with desiccant thermal storage for drying cocoa beans, Dina et al. (2015) did not adopt the day time due to the low availability of solar energy.

In particular at 11:00 h, there was an increase in global solar radiation, which, together with the variation of temperature (Fig. 2), reduced the efficiency of the solar collector (Fig. 5). However, when considering the six days of coffee drying, the average instantaneous thermal efficiency of the solar collector was 120%, that is, higher than 100%. Thus, for 11:00 h the average instantaneous thermal efficiency was calculated only with daily values below 100%.

Altobelli et al. (2014) evaluated the instantaneous thermal efficiency of the flat solar collector coupled to a dryer in Argentina, considering only values below 100%, since they obtained higher values in the afternoon, as the intensity of solar radiation decreases. These authors also observed a similar behavior with the performance of the system, solar collector and drying chamber, because at the beginning they observed values similar to the total performance, but reached values beyond possible when radiation was zero. Due to the dependence only on solar radiation, the authors considered
that the thermal efficiency of the solar collector alone does not adequately describe the behavior of the solar dryer, so the system needs to be considered as a whole to determine the thermal efficiency.

Figure 5. Thermal, instantaneous and global average efficiency of the solar collector throughout the drying period: $\eta_{scn}$ – Solar collector efficiency; n – drying day; I – Instantaneous; G – Global.

In the drying period from 11:00 to 17:00 h, there was a reduction in the instantaneous thermal efficiency, regardless of the drying day. In calculating the average thermal efficiency of the solar collector at 11:00 am, only the fourth (95%), fifth (89%) and sixth (94%) day of coffee drying was taken into account (Fig. 5). From 12:00 h, the second day showed higher values of instantaneous thermal efficiency. The increase in instantaneous thermal efficiency at 15:00 h, followed by reduction, confirms the interference of the drying indicators, that is, temperature variation associated with higher values of global solar radiation (Fig. 2).

Similar behavior was reported by Kareem et al. (2017), according to whom the instantaneous thermal efficiency of the multi-pass solar air heating collector system for drying of screw-pine leaf (*Pandanus tectorius*) reduced as a function of the drying period, showing 50% efficiency at 09:00 h with solar irradiation close to zero Watts per square meter and temperature (ambient and outlet of the collector) of 20 °C. Demirpolat (2019) analyzed the behavior of apple drying in a convective indirect solar dryer and found that the maximum thermal efficiency of the collector occurred between 12:00 and 13:30 h, with 65% thermal efficiency in the collector.

Oliveira et al. (2019), performing the drying of mangoes in a convective indirect solar dryer, reported that the peak of maximum instantaneous thermal efficiency of solar collector was approximately 60% at 14:00 h at four days of drying, with global solar radiation and ambient temperature ranging from 400 to 600 W m$^{-2}$ and from 35 to 60 °C, respectively. Gulcimen et al. (2016), during the drying of sweet basil in a convective indirect solar dryer, obtained maximum instantaneous efficiency of solar collector of
42% at 13:00 h, with global solar radiation between 720 and 750 W m\(^{-2}\) and mass flow rate of 0.012 kg s\(^{-1}\).

The average thermal efficiency of the solar collector of 29% is higher than that found in the literature by Oliveira et al. (2019), who obtained 26% during solar drying, under conditions of average solar radiation of 361 W m\(^{-2}\). This value is also higher than those found by Fudholi et al. (2015), equal to 28%, in the back-pass V-groove solar collector coupled in solar drying of red pepper, and by Altobelli et al. (2014), equal to 27%, evaluating drying indicators in northwestern Argentina. On the other hand, Lingayat et al. (2017) evaluated the performance of indirect solar dryer for banana drying obtained average overall efficiency of 31%. The authors conducted the experiment under conditions of average incident radiation of 724 W m\(^{-2}\), more than twice the one mentioned in the present study (306.9 W m\(^{-2}\)).

Thermal efficiency values higher than that found in the present study were reported by Hedge et al. (2015), 36% higher. However, these authors adopted thermal systems to maintain the temperature high inside the flat plate solar collector during the period of low solar energy availability and ambient temperature.

**Thermal efficiency of the drying chamber**

During the solar drying of coffee, it was observed that both the temperature and relative humidity of the drying air show differences when compared at the inlet and outlet of the drying chamber (Fig. 6). The average differences in temperature and relative humidity between drying air at the inlet and at the outlet were 5.7 °C and 1.7%, respectively.

![Figure 6. Temperature of the drying air in the SHSE chamber over the drying period: T\(_n\) – Temperature; i – inlet; o – outlet; n – drying day.](image)

Furthermore, it can be observed that the highest temperatures and lowest values of relative humidity occurred inside the drying chamber when compared to the air ambient. The highest temperatures at the inlet and outlet of the drying chamber occurred from
11:00 to 13:00 h, while the lowest ones occurred during the early morning and late afternoon (Fig. 6). On the other hand, the minimum relative humidity at the inlet and outlet of the drying chamber occurred at 13:00 h and the maximum values occurred at 07:00 and 17:00 h (Fig. 7).

![Diagram of relative humidity over the drying period](image)

Figure 7. Relative humidity of the drying air in the SHSE chamber over the drying period: RH<sub>n</sub> – Relative humidity; i – inlet; o – outlet; n – drying day.

The average value of drying air temperature and UR inside the SHSE chamber was 35.5 °C and 66.4%, respectively. The average maximum temperature reached inside the drying chamber was 47.7 °C at 12:00 h. At that same time, the ambient air had a temperature of 31.6 °C, that is, an increase of 16.1 °C. Regarding the average minimum relative humidity reached in the drying chamber was 39.7% at 13:00 h, with 53.2% in the ambient air, a reduction of 13.5%. The average variation in the temperature increment and the reduction of relative humidity between the drying air inside the chamber and the ambient air was 7.7 °C and 5.5%, respectively. The higher temperature and lower relative humidity inside the drying chamber when compared to the ambient meteorological conditions indicate the capacity of the drying chamber to not lose heat to the environment.

It was found that the relative humidity decreases with the increase of temperature, as evidenced by the air exiting the solar collector and entering the drying chamber. High relative humidity was observed at the outlet of the drying chamber, compared to the inlet, and this can be attributed to the variation in the drying rate of the material as the moisture content decreases.

Dina et al. (2015) evaluated the continuous solar drying of cocoa seeds using a flat-plate solar collector and obtained lower results of thermal variation than those of the present experiment. The authors obtained an increase of 12 °C in the air temperature inside the drying chamber comparison to the ambient. In addition, the increase obtained was also higher than that reported by Shalaby & Bek (2014), who evaluated the
performance of an indirect solar dryer and found an increase of 7.5 °C between drying air temperature and ambient temperature.

For the study of the thermal efficiency of the drying chamber for conilon coffee, the average values of temperature, relative humidity, drying air velocity were 38.9 °C, 53.6% and 0.98 m s⁻¹, respectively. As adopted for the solar collector, only the fourth, fifth and sixth day were considered for calculating the average values of the thermal efficiency of the drying chamber at 11:00 h. As expected, the highest average values of instantaneous thermal efficiency occurred at 11:00 and 12:00 h (66.3%), while the lowest at 17 h (17.6%). Considering the six days of coffee drying, the average instantaneous thermal efficiency of the drying chamber was 40.8%.

![Figure 8. Thermal efficiency of the drying chamber of the hybrid solar-electric dryer over the drying period: η_DCh – Dryer chamber efficiency; n – drying day; I – Instantaneous; G – Global.](image)

The maximum and minimum value of instantaneous thermal efficiency reached was 89.8% at 11:00 h on the fourth day and 9.7% at 17:00 h on the six day, respectively (Fig. 8). The high values of instantaneous thermal efficiency in the drying chamber along the coffee drying period from 11:00 to 13:00 h can be justified by the combination between high temperature (Fig. 6) and the reduction in relative humidity (Fig. 7).

In the drying period from 13:00 to 17:00 h, there was a reduction in the instantaneous thermal efficiency, regardless of the drying day. The relative humidity of the air entering the drying chamber was more stable until 10:00 h, while that of the air inside the drying chamber continuously decreases until about 13:00 h (Fig. 7). Such behavior may be an indication that most of the moisture in the product had already evaporated at that time, although solar radiation has increased at the same time, leading to a reduction in the thermal efficiency of the drying chamber (Fig. 8). Musembi et al. (2016), when analyzing an indirect solar dryer by natural convection for medium latitudes, obtained similar results. The authors observed stability in the inlet relative
humidity during the first 40 min of the drying days, noting that the value in the air of the drying chamber decreases until 15:00 h. The average overall thermal efficiency of the drying chamber was 48.8% for the six days of drying, value that is within the range obtained by Hao et al. (2020), evaluating a hybrid dryer for lemon drying.

**Overall thermal efficiency of the HSED**

Regarding the overall thermal efficiency, the same profile shown by the drying chamber can be observed (Fig. 8). The highest values of global thermal efficiency occurred at 11:00 am from the fourth day of solar drying. For this period of solar drying, the average global efficiency was 64.1%. Considering the six days of coffee drying, the average overall thermal efficiency of the drying chamber was 39.7% (Fig. 9).

![Overall thermal efficiency of the hybrid solar-electric dryer over the drying period](image)

**Figure 9.** Overall thermal efficiency of the hybrid solar-electric dryer over the drying period: \( \eta_{ODn} \) – Overall dryer efficiency; \( n \) – drying day; I – Instantaneous; G – Global.

Lingayat et al. (2017) and Altobelli et al. (2014) obtained values of 22.38 and 17%, respectively, for the average overall thermal efficiency of their experiments. This confirms that the local climatic conditions of Brazil are excellent for the use of indirect solar drying, combining the drying indicators such as temperature, relative humidity and solar radiation.

**Mass reduction in natural and pulped coffees**

Fig. 10 shows the reduction in the mass of natural and pulped grains, respectively, over the drying period. It should be noted that the initial mass of the natural grain (Fig. 10, a) is lower than the pulped grain (Fig. 10, b), being 291.2 and 295.4 g, respectively, at 7:00 am on the first day. However, it did not affect the solar drying process. This difference in initial mass is justified due to the wet treatment used for pulping.
It is also observed that, during the drying of the conilon coffee, the period of intermittence did not interfere with the mass loss of the product. However, greater mass loss can be observed on the first two days in both pulped and natural grains. The highest rate of water removal in the first two days is due to the initial elimination of free water from the grain surface.

It can be observed that there was a reduction in grain mass every day of solar drying, being more pronounced on the first day. Thus, it can be inferred that the rainy season did not interfere in the coffee drying as commonly occurs in conventional processes. On earth and suspended terraces in the rainy season, coffee drying is delayed, which leads to an increase in the period and a probable interference in the final quality of the product.

It can also be verified that, from the third day, the mass of both lots of grains remained constant along the drying period. Regarding the effect of the intermittence period, the product did not absorb moisture, as reported by Camelo et al. (2019) in solar drying of banana. The final masses of natural grains and pulped grains were 165.1 and 186.8 g, respectively. Thus, it can be considered that on the last day the product reached the hygroscopic equilibrium with the environment, and the results are similar to those obtained by Silvia et al. (2019) for the drying of conilon coffee fruits in a hybrid dryer.

**CONCLUSIONS**

The studied electric solar hybrid dryer proved efficient in the drying process of conilon coffee. Results show that the temperature increases 18.1 °C in the solar collector and in the drying chamber of 21.3 °C, allowing the coffee to dry at acceptable and ideal temperatures for the drying process. The average variation for the reduction of RH between the drying air inside the solar collector and the ambient air was 10.8%, while in the chamber obtained in the range of 13.5% at 13:00 h. During the drying of conilon coffee, the intermittence period did not interfere in the loss of mass of the product. Regarding the values obtained for efficiency, the solar collector and dryer chamber
efficiency were 27.1 and 45.3%, respectively, while the overall dryer efficiency 39.7%.
The drying of coffee is one of the processes with the greatest attention due to the direct
influence on the quality of the drink and marketing price. As most of the producers still
use conventional drying methods, the data obtained in the present study allow us to say
the hybrid solar-electric dryer proved to be an economically viable and economical tool
for processing a differentiated and gourmet coffee in small rural. It is seen that HSED is
promising in view of sustainability and this simple structure can be utilized as an
alternative to drying applications.
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Determination of heavy metals in corn (*Zea Mays* L.) using silver nanoparticles/graphene/nafion modified glassy carbon electrode
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Abstract. Silver nanoparticles (AgNP)/graphene/Nafion modified glassy carbon electrodes were fabricated for the determination of trace amounts of cadmium (Cd\(^{2+}\)) and lead (Pb\(^{2+}\)) via anodic stripping voltammetry (ASV). The electrode modifiers and the ASV parameters were optimized. The fabricated electrode was characterized by field emission scanning electron microscopy and energy dispersive x-ray spectroscopy. A linear relationship between anodic peak current and heavy metal concentration was obtained in the range of 25 parts per billion (ppb) to 250 ppb. The limit of detection of the modified electrode is 25 ppb for both Cd\(^{2+}\) and Pb\(^{2+}\), while the limits of quantitation are 155.7 ppb for Cd\(^{2+}\) and 159.5 ppb for Pb\(^{2+}\). Real sample analysis using corn plant and soil samples was performed to show the utility of the fabricated electrode in sensing applications. Trace amounts of Cd\(^{2+}\) and Pb\(^{2+}\) were found in the said samples.

Key words: anodic stripping voltammetry, heavy metals, silver nanoparticles, graphene, Nafion.

INTRODUCTION

Heavy metal pollution is one of the main environmental problems of third world countries as well as industrialized countries. Due to anthropogenic activities such as smoking, mining, industrial processing, automobile exhausts, and application of organic manure and fertilizers, heavy metals accumulate in the air, soil, and water sources (Ganeshamurthy et al., 2008). Soil pollution is a serious problem since plants easily absorb heavy metals through their roots and accumulate them in their leaves, stems, and fruits. Consumption of food from plants such as crops, fruits, and vegetables with high levels of heavy metals has detrimental effects on human health (Baghaie & Fereydoni, 2019). Heavy metals can cause severe ailments such as kidney damage and cancer, lung and neurological damage, neurological effects, behavioral changes, loss of motor response, and disturbance in the cardiovascular and central nervous systems, bone marrow depression, hemolysis, hepatomegaly, melanosis, polyneuropathy, and encephalopathy (Jarup, 2003).
Corn (*Zea Mays* L.) is one of the most important crops in the Philippines. It is the best substitute staple food during rice shortages and is one of the primary sources of animal feeds. A study (Ibrahim, 2015) has shown that corn absorbs heavy metals like nickel (Ni), copper (Cu), iron (Fe), lead (Pb), and zinc (Zn) from soil and accumulates them in the grain, stem, silk, and stalk. Another study determined high levels of Pb on roots, leaves and seeds of corn grown on dumpsite soil (Cortez & Ching, 2014). Due to the adverse effects of heavy metals on human health, there is a need to detect heavy metals in corn.

There are different methods of detecting heavy metals viz., UV-Vis spectroscopy, atomic fluorescence spectroscopy, inductively coupled plasma mass spectroscopy (ICP-MS), surface enhanced Raman spectroscopy (SERS), ion chromatography, and atomic absorption spectroscopy (AAS). Although effective, these methods are considered to be complicated and expensive (March et al., 2015). A relatively low-cost and simpler alternate method (Bohrill et al., 2019) is anodic stripping voltammetry (ASV).

Anodic stripping voltammetry is an electrochemical method which offers a simple, low cost, and highly sensitive technique to determine various compounds, which gives it an upper hand (Zhai et al., 2015). It utilizes three electrodes; a working electrode, a counter electrode, and a reference electrode. The working electrode acts as the sensor and is usually modified to further increase its sensitivity. One of the common modifiers used is graphene which has a very unique set of physical and chemical properties such as large surface area and high conductivity (Er et al., 2017; Palisoc et al., 2017a). Other modifiers commonly used are gold nanoparticles (Palisoc et al., 2017b; Palisoc et al., 2017c; Palisoc et al., 2019b; Palisoc et al., 2019c), silver nanoparticles (AgNP) (He et al., 2017; Palisoc et al., 2018a), and bismuth nanoparticles (Palisoc et al., 2019a; Palisoc et al., 2020). Nanomaterials are usually used because of their remarkable properties, high adsorption and reactive capacity due to active sites and abundant functional groups on the nanomaterials’ surface (Kurbanoglu et al., 2017), high surface-to-volume ratio, as well as enhanced sensitivity (Maduraiveeran & Jin W, 2017). The aforementioned nanomaterials are common in electrochemical detection for their unique physical and chemical properties like high-efficiency electrochemical sensing and quantum conductance (Hamidi-Asl et al., 2016). Silver nanoparticles, in particular, have excellent conductivity and biocompatibility, and electrocatalytic properties that can accelerate electron transfer and sensor stabilization (Zhai et al., 2015). Nafion has been widely used as an electrode modifier due to its anti-fouling capabilities, as well as its impressive optical quality, ability to load metal ions, and its simple handling (Zhai et al., 2015).

In this study, AgNP/graphene/Nafion modified glassy carbon electrodes (GCE) were fabricated for the detection and assessment of cadmium (Cd$^{2+}$) and lead (Pb$^{2+}$) accumulation in Philippine corn via ASV.

**MATERIALS AND METHODS**

AgNP/Graphene/Nafion modified glassy carbon electrode was fabricated by using the drop-coating method. The AgNP and graphene concentrations were each varied at 1 mg, 2 mg, and 3 mg. The modified GCEs were then used as the working electrode for detecting Pb$^{2+}$ and Cd$^{2+}$ in standard and real sample solutions via anodic stripping voltammetry.
Glassware and equipment
The following are the glassware and equipment that were used in this study: beaker, graduated cylinder, petri dish, Transferpette micropipette, teflon tape, glass slide, crucibles, Bosch SAE 200 electronic balance, Rocker Ultrasonic cleaner soner bath, AUTOLAB potentiostat, AA-6300 Shimadzu Atomic Absorption Spectrophotometer, glassy carbon electrode, and a voltammetric cell.

Chemicals and Reagents
Silver nanopowder (<100 nm particle size), sodium chloride, lead chloride, cadmium chloride, copper chloride, mineral oil, nitric acid, concentrated hydrochloric acid, methanol, ethanol, 0.3 and 0.05-micron alumina slurry were purchased from Sigma Aldrich (Sigma-Aldrich Pte Ltd, Singapore). Graphene nanopowder (multilayer graphene; average flake thickness: 60 nm) was purchased from Graphene Supermarket (Calverton, NY, USA). Nafion (15-wt%) was purchased from Fuel Cell Earth (Woburn, MA, USA).

Preparation of AgNP/Graphene/Nafion casting solution
A Bosch SAE 200 electronic balance was used to measure the concentrations of AgNP and graphene. A 10 mL graduated cylinder was then used to measure ten weight-percentage (10-wt%) of Nafion. Since 15% Nafion was utilized, it was diluted with ethanol. Ethanol (4.667 mL) was added to 0.333 mL of 15% Nafion. The diluted Nafion was kept constant while the AgNP and graphene concentrations were each varied at 1 mg, 2 mg, and 3 mg.

Fabrication of the modified GCE
The bare GCE was polished with alumina slurry. This is to ensure an even surface for an even distribution of the casting solution. The alumina slurry was placed on a glass slide to serve as a surface to smoothen the GCE. The GCE was polished with 0.3-micron alumina slurry followed by 0.05-micron alumina slurry. Once the tip of the GCE was smoothened, the GCE was placed in a petri dish with nitric acid and was sonicated for 15 minutes. It was then rinsed with running water for 5 minutes and was sonicated in ethanol for 15 minutes. After the sonication, the electrode was rinsed with deionized water and was allowed to dry in air.

The AgNP/Graphene/Nafion solution was deposited onto the bare GCE via the using a Transferpette micropipette. The modified GCE was air dried at room temperature for at least two (2) hours.

Characterization of the modified GCE
The AgNP/Graphene/Nafion modified glassy carbon electrode was characterized using field emission scanning electron microscopy (FESEM) and energy dispersive X-ray (EDX) point analysis.

Anodic Stripping Voltammetry
An AUTOLAB potentiostat was used to perform anodic stripping voltammetry (ASV). A three-electrode voltammetry setup was utilized wherein Ag/AgCl served as the counter electrode, Pt wire as the reference electrode, and the AgNP/Graphene/Nafion modified GCE as the working electrode. Deionized water (100 mL) with 0.5844 g of
NaCl was used as the electrolyte solution. It was sparged with nitrogen to prevent oxygen from interfering with the scans.

**Preparation of Stock Solution for Optimization of ASV Parameters**
For the optimization of the parameters, 10 parts per million (ppm) stock solutions of Pb and Cd was prepared. The analyte solution is composed of 0.1 M NaCl, 1.6307 mg of CdCl₂, and 1.3389 mg of PbCl₂. The solutions were all diluted with 100 mL deionized water.

**Preparation of stock solution for Calibration curve**
For the calibration curve, 25, 50, 75, 100, 150, 200, and 250 ppb stock solutions of Pb and Cd were prepared. A 10-ppm solution was first prepared and was then diluted to obtain the desired concentration. All stock solutions were diluted with deionized water.

**Real Sampling**
Three corn plant (Zea mays) samples from a local farm were used for this study. Sample 1 was obtained nearest to a road used by cars and tractors. Sample 2 was obtained in between the nearest and farthest from the said road, and Sample 3 was obtained farthest from the road (sample 3). This was done to test if being closer to a source of pollution such as vehicle exhaust would affect heavy metal concentrations in plants, thus, the samples were not washed prior to testing. After one week of air drying, the samples were segregated and blenderized. There were a total of eighteen (18) samples that were tested. All the samples were subjected to acid digestion. All the samples, except the soil, were ashed beforehand. One gram (1 g) of soil and 2 g each of silk, leaf, stem, crop, and root were used in the real sampling. Using the AgNP/graphene/Nafion modified electrode, Cd²⁺ and Pb²⁺ were determined in the corn plant’s silk, crop, leaf, stem, root, and the soil sample where it was planted on.

The fifteen (15) samples (silk, leaf, stem, crop, and root) were placed in crucibles and were ashed in a furnace with a temperature of 450 °C for 5 to 6 hours or until the samples have turned to white ash. Nitric acid (1.5 mL) was added to each sample and was allowed to evaporate to dryness over a hot plate. Once dried, the samples were placed in a 450 °C furnace for 15 mins. Hydrochloric acid (1 mL) was then added to each sample. The samples were then diluted with 100 mL of deionized water. The analyte was filtered with filter paper to remove larger particles and sodium chloride (0.5844 g) was added to the filtered analyte to form the analyte solution.

**Determination of Pb²⁺ and Cd²⁺**
Anodic stripping voltammetry was performed to determine the concentraions of Pb²⁺ and Cd²⁺ in the samples of this study. The optimal electrode and optimized parameters were used to determine the heavy metal concentrations in each of the samples. The calibration curves of Pb²⁺ and Cd²⁺ were used to compute for the concentrations present in the sample. Statistical analysis was performed via histograms for the optimization of the ASV parameters and linear regression for the calibration curves.
RESULTS AND DISCUSSION

Optimization of the electrode modifiers

The modifiers of the electrode were optimized by the amounts of AgNP and graphene at 1 mg, 2 mg, and 3 mg while the concentration of the Nafion solution (4.667 mL ethanol and 0.333 mL Nafion) was held constant. The resulting electrodes were then used for the simultaneous detection of 10 ppm of Cd$^{2+}$ and Pb$^{2+}$ in an electrolyte solution via anodic stripping voltammetry. The deposition potential, deposition time, and accumulation time were held constant at -1 V s$^{-1}$, 60 s, and 15 s, respectively.

Fig. 1 shows the comparison of the current peaks for varying amounts of AgNP and graphene for the simultaneous detection of Cd$^{2+}$ and Pb$^{2+}$. It can be observed from the figure that for 1 mg AgNP, the anodic current peaks of Cd$^{2+}$ and Pb$^{2+}$ decrease with increasing amounts of graphene, while for 3 mg AgNP, the anodic current peaks of Cd$^{2+}$ and Pb$^{2+}$ are almost constant with varying amounts of graphene. Since the electrode fabricated with 2 mg AgNP and 1 mg graphene manifested the highest anodic current peaks of Cd$^{2+}$ and Pb$^{2+}$, it was considered as the optimized electrode.

![Figure 1](image)

**Figure 1.** Anodic current peaks for varying amounts of AgNP and graphene for the simultaneous detection of Cd$^{2+}$ and Pb$^{2+}$.

Optimization of ASV Parameters

The deposition potential was varied at -1.05 V, -1.0 V, -0.95 V, -0.9 V, -0.85 V and -0.8 V while the deposition time and accumulation time were held constant at 60s and 30s, respectively. Fig. 2 shows the comparison of the anodic current peaks for varying deposition potential. From the figure, it can be noted that as the deposition potential increased, the anodic peak current also increased. However, when it reached -0.95 V, the peaks started to plateau and decrease. Thus, the optimized deposition potential is -0.90 V since it showed the highest anodic current peak.

The deposition time was varied at 30, 40, 50, 55, and 60 s while deposition potential was held constant at -0.9 V, and accumulation time at 30 s. As seen in Fig. 3, as the accumulation time increased, the anodic peak current also increased. However, at 60 s,
the anodic peak current significantly decreased. Thus, the optimized deposition time is 55 s because it showed the highest anodic current peak.

![Figure 2](image1.png)

**Figure 2.** Anodic peak currents for varying deposition potential for the simultaneous detection of Cd\(^{2+}\) and Pb\(^{2+}\).

![Figure 3](image2.png)

**Figure 3.** Anodic peak currents for varying deposition time for the simultaneous detection of Cd\(^{2+}\) and Pb\(^{2+}\).

![Figure 4](image3.png)

**Figure 4.** Anodic peak currents for varying resting time for the simultaneous detection of Cd\(^{2+}\) and Pb\(^{2+}\).

The accumulation time was varied at 30, 45, 60, 65, 70, and 75 s while the deposition potential was held constant at -0.9 V, and deposition time at 55 s. As seen in Fig. 4, as the accumulation time increased, the anodic peak current increased as well. However, at 75 s, the anodic peak currents started to decrease. Thus, 70 s is the optimized resting time since it gave the highest anodic current peak.
Characterization of the modified electrode

Field emission scanning electron microscopy and energy dispersive X-ray spectroscopy were used to verify the presence of AgNP and graphene on the electrode surface, as well as to characterize the morphology of the modified electrode surface.

Fig. 5 shows the scanning electron micrograph of the modified electrode surface. The image confirms the dendritic shape of the silver nanoparticles and the sheet-like structure of graphene. It also shows that AgNP was dispersed uniformly on the modified GCE surface. The SEM image is in agreement with previous studies (Song et al., 2013; Molina et al., 2016).

![Figure 5. FESEM image of AgNP/Graphene/Nafion modified GCE.](image)

Fig. 6 shows the FESEM point analysis micrograph and the corresponding EDX spectrum of the modified electrode. As seen in the figure, the EDX spectrum confirms the presence of AgNP and graphene on the GCE surface. Aluminum found in the spectrum is attributed to the alumina slurry used in polishing the bare GCEs. Alumina

![Figure 6. (a) FESEM point analysis micrograph and (b) the corresponding EDX spectrum of AgNP/Graphene/Nafion modified GCE.](image)
slurry is the common polishing reagent for carbon electrodes. It has been found that even after sonication, the aluminum layer still remains (Kiema et al. 2013). Fluorine (F), Sulfur (S), and Oxygen (O) found in the spectrum are from Nafion’s composition.

**Calibration Curve**

Using the prepared stock solutions, the calibration curves for Pb\textsuperscript{2+} and Cd\textsuperscript{2+} concentrations were obtained (Fig. 7). The calibration curve of each of the said heavy metals were obtained by plotting the heavy metal concentrations against their respective anodic current peaks. With an \( R^2 \) value close to 1 for both heavy metals, it can be stated that the current peaks and the heavy metal concentration have a strong linear relationship.

**Figure 7.** (a) Anodic stripping voltammograms for varying concentrations of Cd\textsuperscript{2+} and Pb\textsuperscript{2+}. Calibration curves for (b) Pb\textsuperscript{2+} and (c) Cd\textsuperscript{2+}. 

- Part a) shows the anodic stripping voltammograms for Pb\textsuperscript{2+} and Cd\textsuperscript{2+}. The concentration levels range from 25 ppb to 250 ppb.
- Part b) represents the calibration curve for Pb\textsuperscript{2+} with the equation \( y = 8 \times 10^{-8}x - 3 \times 10^{-6} \) and an \( R^2 \) value of 0.9714.
- Part c) illustrates the calibration curve for Cd\textsuperscript{2+} with the equation \( y = 6 \times 10^{-8}x - 1 \times 10^{-6} \) and an \( R^2 \) value of 0.966.
**Limit of Detection and Limit of Quantitation**

The limit of detection (LOD) and limit of quantitation (LOQ) for both Cd\(^{2+}\) and Pb\(^{2+}\) were computed to determine the lowest concentration that the AgNP/graphene/Nafion modified GCE can detect. The limit of detection of the modified electrode was determined to be 25 ppb for both Cd\(^{2+}\) and Pb\(^{2+}\). The limits of quantitation are 155.7 ppb for Cd\(^{2+}\) and 159.5 ppb for Pb\(^{2+}\). These values were computed using the line equations obtained from the calibration curves.

Table 1 shows the performance comparison of the AgNP/Graphene/Nafion modified glassy carbon electrode with other works. From this, it can be concluded that the modified electrode in this study has a lower LOD than most of the electrodes presented in the table.

**Table 1. Comparison of the AgNP/Graphene/Nafion modified GCE with other works**

<table>
<thead>
<tr>
<th>Electrode</th>
<th>Modifier</th>
<th>Method</th>
<th>Limit of Detection</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indium Tin Oxide</td>
<td>[Ru(NH(_3))(_6)](^{3+})/Nafion</td>
<td>ASV</td>
<td>Pb – 500 ppb, Cd – 500 ppb</td>
<td>(Palisoc et al., 2015)</td>
</tr>
<tr>
<td>Glassy Carbon</td>
<td>AuNP/[Ru(NH(_3))(_6)](^{3+})/Nafion</td>
<td>ASV</td>
<td>Pb – 45 ppb, Cd – 200 ppb</td>
<td>(Palisoc et al., 2017b)</td>
</tr>
<tr>
<td>Glassy Carbon</td>
<td>Chitosan/carbon nanotubes</td>
<td>SWASV</td>
<td>Pb – 600 ppb, Cd – 800 ppb</td>
<td>(Wu et al., 2017)</td>
</tr>
<tr>
<td>Glassy carbon</td>
<td>[Ru(bpy)(_2)](^{2+})/graphene/Nafion</td>
<td>DPV</td>
<td>Pb – 48 ppb, Cd – 49 ppb</td>
<td>(Palisoc et al., 2017a)</td>
</tr>
<tr>
<td>Carbon Paste</td>
<td>Coconut Shell powder</td>
<td>ASV</td>
<td>Pb – 44 ppb, Cd – 56 ppb</td>
<td>(Rajawat et al., 2014)</td>
</tr>
<tr>
<td>Multilayer Graphene paste</td>
<td>Activated carbon from coconut husk</td>
<td>ASV</td>
<td>Pb &amp; Cd – 100 ppb</td>
<td>(Palisoc et al., 2018b)</td>
</tr>
<tr>
<td>Graphene paste</td>
<td>Bismuth nanoparticles</td>
<td>ASV</td>
<td>Pb – 256 ppb, Cd – 267 ppb</td>
<td>(Palisoc et al., 2019a)</td>
</tr>
<tr>
<td>Glassy Carbon</td>
<td>Gold nanoparticles</td>
<td>ASV</td>
<td>Pb – 25 ppb, Cd – 25 ppb</td>
<td>(Palisoc et al., 2019b)</td>
</tr>
</tbody>
</table>

**Real Sampling**

Using the optimized modified electrode and optimized ASV parameters for obtaining the highest possible anodic peak currents for Pb\(^{2+}\) and Cd\(^{2+}\), ASV was performed for the real sample analysis.

Table 2 shows the Cd\(^{2+}\) and Pb\(^{2+}\) concentrations present in the three different plant and soil locations. It can be observed that soil 3, root 1, stem 3, leaves 1, corn 2, and silk 3 have the highest concentration of the two heavy metals for their respective parts. The plant part that accumulated the most Pb\(^{2+}\) concentration was stem 3 with 142.375 ppb; while the part that absorbed the least amount of Pb\(^{2+}\) was leaves 3, with only 51.25 ppb. For Cd\(^{2+}\), the highest concentration was also found to be in stem 3, with 261.67 ppb. The lowest Cd\(^{2+}\) concentration was found in root 2, with only 22.92 ppb.
It has been observed that the soil and the plant samples had an increase in heavy metal content as it got planted further away from the road, leading to location 3 having most of the highest concentrations for both metals. This may be due to the environment enclosing location 3, such as smaller roads accessible to the locals. According to Peralta-Videa (Peralta-Videa et al., 2009), the main source of Cd\(^{2+}\) intake is due to anthropogenic activities such as smoking. It can also be noted that Cd\(^{2+}\) utilizes the same biosorption pathway as calcium when absorbed by plants, which means it could easily be absorbed and stored in stems. For the concentration of Pb\(^{2+}\), Peralta-Videa also mentioned that plants do not have channels for the uptake of Pb\(^{2+}\). However, there have been observations that Pb\(^{2+}\) enters through the roots and builds up in the plant’s phloem, which would most likely end up accumulating in the plant’s leaves as it grows. This would explain the presence of Pb\(^{2+}\) in leaves 1 and 3. The minimal uptake of Pb\(^{2+}\) is also in agreement with previous studies (Mirecki et al., 2015; Wang et al., 2017).

According to the World Health Organization (WHO), the maximum amount of lead and cadmium that a person is allowed to consume is 50 ppb and 5 ppb, respectively (Palisoc et al., 2017). The corn 2 and corn 3 samples had lead contents of 88 and 67.125 ppb, respectively. This is way beyond the acceptable WHO limits and are therefore deemed toxic for human consumption.

### Table 2. Concentrations of Cd\(^{2+}\) and Pb\(^{2+}\) and in the soil, corn grain, silk, leaves, stem and roots using ASV (ND-Not detected)

<table>
<thead>
<tr>
<th>Samples</th>
<th>Cadmium (ppb)</th>
<th>Lead (ppb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil 1</td>
<td>113.17</td>
<td>121.13</td>
</tr>
<tr>
<td>Soil 2</td>
<td>35.17</td>
<td>ND</td>
</tr>
<tr>
<td>Soil 3</td>
<td>221.6</td>
<td>162.5</td>
</tr>
<tr>
<td>Root 1</td>
<td>39.3</td>
<td>107.75</td>
</tr>
<tr>
<td>Root 2</td>
<td>22.92</td>
<td>ND</td>
</tr>
<tr>
<td>Root 3</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>Stem 1</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>Stem 2</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>Stem 3</td>
<td>261.67</td>
<td>142.38</td>
</tr>
<tr>
<td>Leaves 1</td>
<td>ND</td>
<td>109.88</td>
</tr>
<tr>
<td>Leaves 2</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>Leaves 3</td>
<td>ND</td>
<td>51.25</td>
</tr>
<tr>
<td>Corn 1</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>Corn 2</td>
<td>ND</td>
<td>88</td>
</tr>
<tr>
<td>Corn 3</td>
<td>ND</td>
<td>67.13</td>
</tr>
<tr>
<td>Silk 1</td>
<td>25.13</td>
<td>ND</td>
</tr>
<tr>
<td>Silk 2</td>
<td>50.3</td>
<td>ND</td>
</tr>
<tr>
<td>Silk 3</td>
<td>57.5</td>
<td>ND</td>
</tr>
</tbody>
</table>

CONCLUSIONS

A AgNP/Grahphene/Nafion modified glassy carbon electrode has been successfully fabricated via the drop-coating method. It was determined that 2mg AgNP and 1mg graphene were the optimum modifier amounts for detecting Cd\(^{2+}\) and Pb\(^{2+}\) since they obtained the highest anodic peak current for the detection of lead and cadmium. Characterization of the modified electrode by FESEM and EDX showed that the silver nanoparticles and graphene have successfully been deposited on to the electrode surface. The limit of detection for the modified electrode was found to be at 25 ppb for both Cd\(^{2+}\) and Pb\(^{2+}\). The limit of quantitation was found to be at 155.7 ppb for Cd\(^{2+}\) and 159.5 ppb for Pb\(^{2+}\). In future studies, it is suggested to use other nanomaterials as modifiers of the GCE to obtain a lower LOD. Moreover, using a standard method such as inductively coupled plasma mass spectroscopy is recommended to verify the ASV results.
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Abstract. Biomass-derived activated carbons are promising materials that can be used in various applications. Current work investigates the possibilities of the cellulose-derived activated carbons in substituting the commercial alternatives for the supercapacitors’ electrodes with high efficiency, stable performance and relatively low cost. Hydrothermal carbonization (HTC) followed by chemical activation with KOH is used to convert cellulose into highly porous activated carbons. The effect of HTC parameters on the material porosity development and electrochemical properties of the electrodes is evaluated with several variations of the residence time and the weight ratio between cellulose and water during the pretreatment. The analysis shows that intensification of the HTC process (longer residence time and higher water/cellulose ratio) results in increase of the surface area of both hydrochar samples and subsequent activated carbons: with the highest surface area for the sample produced after 2 h HTC treatment with water/cellulose ratio of 6/1 - 2,645 m² g⁻¹. As for the electrochemical analysis, the highest values of the specific capacitance are found for the samples produced from 2 h HTC treatment: 110.3 F g⁻¹ (water/cellulose ratio of 3/1) and 102.5 F g⁻¹ (water/cellulose ratio of 6/1). Additionally, it is noted that electrodes produced from the samples treated during 4 h have higher impedance at low operation frequency. The present study proves the possibility to substitute commercial activated carbons with cellulose-derived materials, the porosity of which can be tuned accordingly already during the pretreatment step.

Key words: cellulose, hydrothermal carbonization, activated carbon, electrodes, supercapacitors.

INTRODUCTION

Activated carbons (AC) present the carbonaceous materials with high specific surface areas and adjustable surface-containing functional groups (Kuzmenko et al., 2015). The beneficial features of AC make them highly widespread in various modern applications and technologies. Their versatile properties allow them to be efficiently applied as adsorbents: in applications including the removal of heavy metals, organic compounds and dyes, toxic substances and different impurities in water and in air (Rengaraj et al., 2002; Babel & Kurniawan, 2003; Jiang et al., 2003; Crini, 2006; Mohan & Pittman Jr., 2007). Another important area for the AC is the electrical energy storage
applications: carbonaceous materials are widely used for lithium-ion batteries and for supercapacitors due to physical and chemical stability and high conductivity, significant surface area and porosity (Pandolfo & Hollenkamp, 2006; Zhu et al., 2011).

The activated carbons can be produced by several activation methods: physical (thermal), chemical or physicochemical activation (a combination of both) (Hernández-Montoya et al., 2012; Kuzmenko et al., 2015). During thermal activation, the precursor is carbonized under an inert atmosphere, and the resulting carbon is subjected to a partial gasification with an oxidizing gas (air, steam, CO₂, etc.) at high temperature (800–1,100 °C). Within the chemical activation, the feedstock is mixed with a chemical compound, generally a dehydrating agent (H₃PO₄, H₂SO₄, HNO₃, NaOH, KOH or ZnCl₂), and the mixture is subsequently heated to the temperature between 400 and 800 °C in an inert atmosphere. As for the physicochemical activation, the process is carried out with changing the activation atmosphere of the chemical activation to a gasification atmosphere (e.g. steam) at higher temperatures (Hernández-Montoya et al., 2012). As a rule, the chemical activation produces AC with the highest specific surface area. Additionally, the chemical activation provides more intensive development of micropores and requires lower temperatures than physical activation (Khezami et al., 2005). At the same time, the applied chemical agents make the process corrosive and require additional washing step for the products (Lozano-Castelló et al., 2001).

The majority of the commercial AC are the fossil fuel-based. Relatively high production cost and environmental concerns about the consequences of the coal and oil utilization drive the attention to alternative feedstock to produce the activated carbons from cheaper, renewable and widely available precursors (Mohamad Nor et al., 2013). Considering the increasing energy demand in the world and the promotion of sustainable materials and processes in different industrial spheres, biomass-derived activated carbons are highly promising materials for the supercapacitors’ electrodes with high efficiency, stable performance and relatively low cost (Hernández-Montoya et al., 2012; Kuzmenko et al., 2015; Mesfun et al., 2019).

**Alternative sources for activated carbons**

The specific surface area and porosity of the activated carbons are determined by the feedstock material and activation procedure (Jiang et al., 2003). Hydrothermal carbonization (HTC) presents an attractive pathway to convert the organic materials into carbonaceous precursors for AC production (Li et al., 2020). Thermal treatment of the feedstock in a mixture with water in temperature range of 150–350 °C under autogenous pressures converts biomass into highly functionalized carbon materials (Titirici et al., 2007; Titirici & Antonietti, 2010). The resulted coal-like product (hydrochar) obtains a rudimental porosity due to the depolymerization and decomposition of the structural components and the consequent release of such elements as hydrogen, oxygen and nitrogen in form of condensable and non-condensable gases and tars (Hernández-Montoya et al., 2012). The liquid products of the HTC process contain volatile fatty acids and furfurals, which can be then effectively used in other applications (Sun et al., 2019).

In order to optimize the activation process towards the required resulting properties, the comprehensive knowledge of chemical components’ behaviour during both carbonization and activation steps is needed. Several researchers have been investigating the possibilities of producing functional carbonaceous products from the main lignocellulosic structural components: glucose (Khezami et al., 2005; Lee et al., 2016;
Yuan et al., 2019), starch (Sevilla et al., 2011; Cao et al., 2018), cellulose (Deng et al., 2013; Wang et al., 2017) and lignin (Saha et al., 2014; Zhang et al., 2019). Cellulose has a significant impact on the microporosity development of the activated carbons from lignocellulosic feedstock: da Silva Lacerda et al. (2015) reported the increase of the adsorption properties of the activated carbons with artificially increased cellulose content. Sevilla et al. (2011) investigated the impact of activation parameters (temperature and hydrochar/KOH ratio) on the AC from hydrothermally carbonized cellulose and other lignocellulosic compounds for the gas storage applications. It was proven that the pore characteristics can be adjusted by changing the activation conditions: the highest porosity for cellulose derived AC was developed at the activation temperature of 700 °C and the hydrochar/KOH weight ratio of 1/4. The results presented by Wei et al. (2011) demonstrated a high potential to convert hydrothermally carbonized lignocellulosic materials (cellulose, starch and wood) into high surface area supercapacitors. Other researchers investigated the impact HTC temperature. In the work of Falco et al. (2013), three temperatures were tested (180, 240 and 280 °C) for cellulose, glucose and rye straw, and the highest surface area and total pore volume values were found for AC produced from samples carbonized at 240 °C. At the same time, more research is needed to evaluate in detail the effect of carbonization step on the resulted product, i.e. how the process severity (time, temperature, feedstock/water ratio) affects the porosity of activated carbons.

Tuning the microporosity of the ACs is important for some energy and environmental related applications (e.g., natural gas and hydrogen storage, supercapacitors, volatile organic compounds removal), where advanced porous materials with tailored porosity (extremely high development of microporosity together with a narrow micropore size distribution) are required (Hartmann et al., 2020). Using supercapacitors as an energy storage device is attracting an increasing attention worldwide (Kim et al., 2019). In the previous paper (Murashko et al., 2017), the material preparation methodology for a natural cellulose-activated carbon composite material was developed and described. The flexible self-standing electrodes for electrical double layer capacitors (EDLCs) were produced from the commercially available activated carbon with cellulose as a binding material. The aim of the current study is to investigate the possibility of substituting the commercial AC with the activated carbon from the cellulose derived hydrochar. Above all, the effect of HTC reaction parameters on porous structure evolution during activation and, as a result, on electrochemical characteristics of the produced electrodes was evaluated.

MATERIALS AND METHODS

Materials
High-purity cellulose (quality 2100 type, degree of polymerization 780, α-cellulose content ≥ 93%) produced by Domsjö Fabriker AB from softwood was used as a carbon precursor and an electrode binder. The material was cut to pieces with dimensions around 5–10 mm on average for the HTC experiments and grinded at the Retsch PM100 planetary ball mill to the powder state for the electrode preparation. Potassium hydroxide pellets (Sigma-Aldrich) were used as an activation agent and were grinded in the agate mortar before the experiments. Ionic liquid (IL), 1-ethyl-3-methylimidazolium acetate, was acquired from BASF (BasionicsTM BC01, CAS: 143314-17-4, assay > 98%) and
used as received in preparation of an electrode casting solution. Sulphuric acid from Merck (CAS: 7664-93-9, assay 95–97%) was used to prepare a 1 mol sulphuric acid aqueous electrolyte. Deionized water was used for electrolyte preparation, for all electrode samples (as a coagulant) and during storage of the samples.

**Preparation of hydrochar materials**

Hydrochars were prepared by hydrothermal carbonization in 1 l stainless steel tube batch reactor. For each run, the feedstock material was dispersed in water, stirred manually and then loaded into the reactor. Heating (at the rate of 2 °C min\(^{-1}\)) to the process was provided by the electrical heater and controlled with a PID controller. The reaction temperature was maintained at 250 °C for all HTC runs. In this work, the following reaction parameters were tested: the residence time of 2 and 4 h; water-to-cellulose weight ratios of 3:1 and 6:1. The resulting solid product was recovered by vacuum filtration using the Büchner funnel with a Whatman glass microfiber filter paper (grade GF/A). Hydrochar samples were subsequently dried overnight in the oven at a temperature of 105 ± 2 °C.

Hydrochar samples were named in accordance with the reaction parameters as HTC-\(t\)-\(r_{HTC}\), where \(t\) denotes the reaction time, h, and \(r_{HTC}\) the unitless water/cellulose weight ratio.

**Preparation of porous carbons**

The hydrochar samples were chemically activated at 700 °C with KOH. Hydrochar was thoroughly mixed with the activating agent at impregnation ratio (KOH/ hydrochar) of 4:1 in an agate mortar. Powder mixture was then loaded into the reactor where it was heated to the activation temperature with the heating ramp rate of 3 °C min\(^{-1}\) under nitrogen gas flow and hold at the target temperature for 1 h. Finally, the activated carbon samples were washed with distilled water to neutral pH and dried in an oven at 50 ± 2 °C for 16 h. Dried AC was subsequently milled to the powder state (particle size ≤ 200 µm).

Burn-off values (\(BO\), %) for ACs were determined as following

\[
BO = \frac{wt_0 - wt}{wt_0} \cdot 100\%
\]

where \(wt_0\) and \(wt\) – respectively the initial weight of the dry hydrochar and the final weight of activated carbon, g.

**Preparation of electrodes**

The electrodes were prepared by the phase inversion method, immersion precipitation, using activated carbon as the active material and cellulose as the electrode binder (Mulder, 1996). The procedure of the electrode preparation was described in detail in the previous paper (Murashko et al., 2017). On the whole, the cellulose was ground in the planetary ball-mill and dissolved in the ionic liquid under vigorous stirring at 90 °C for 12 h to produce a 6 wt% casting solution. Respective amount of obtained activated carbon was mixed with the ionic liquid and the dispersion was placed under an ultrasound homogenizer Bandelin UW 2200 for 10 min to prevent possible formation of carbon particle agglomerates. The hot cellulose solution was added to the activated carbon dispersion and the obtained slurry with cellulose/activated carbon ratio of 1/6 was mixed by ultrasound for 5 min to ensure a homogeneous particle distribution. The casting solution was then distributed on a glass plate with an adjustable casting knife.
(BYK Additives & Instruments) using an automatic film applicator BYK Additives & Instruments at room temperature. The casting thickness for all samples was 250 μm and the casting speed was 50 mm s$^{-1}$. All prepared materials were immersed in a deionized water coagulation bath at room temperature for 24 h. The electrodes were denoted according to the HTC conditions – AC-$t$-$r_{HTC}$.

**Analytical methods**

The moisture content of both hydrochar samples and activated carbons was measured with the moisture analyser balance Sartorius 7093. The morphology of the activated carbon samples was examined by Scanning Electron Microscopy (SEM) using a Hitachi SU3500 microscope. The characterization of porous carbons was carried out by nitrogen adsorption–desorption isotherms measured at 77 K using a Gemini VII Micromeritics instrument. Prior to gas adsorption measurement, the carbon samples were degassed at 300 °C under nitrogen for 3 h. BET surface area was calculated from N$_2$ adsorption isotherms by using the Brunauer–Emmett–Teller (BET) equation. The relative pressure range applied for the hydrochar samples was p/p$_0$ = 0.05–0.25 and for the activated carbons – p/p$_0$ = 0.01–0.15. More narrow and lower pressure region in case of activated carbons is required due to limitations of applying BET equation: only linear and continuously increasing portion of the BET plot can be used for the calculations, and in case of microporous materials this usually appear to be at the low relative pressures where the monolayer formation occurs (Rouquerol et al., 2007; De Lange et al., 2014). The total pore volume was determined from experimental isotherm by calculating the amount of nitrogen adsorbed at a relative pressure of 0.99.

The electrochemical tests were performed by using a Swagelok-type cell (Fig. 1). Two flexible self-standing electrodes were prepared from the derived cellulose composite material and dipped into 1 M H$_2$SO$_4$ (H$_2$SO$_4$/H$_2$O) electrolyte before placing into the Swagelok-type cell. The electrodes were clamped between two graphite current collectors and a cellulosic separator. The pressure between the current collectors was adjusted by screws with butterfly nuts. The Swagelok-type cell was connected to a potentiostat/galvanostat (Gamry Reference 3000), which was used for the measurement of cyclic voltammetry (CV) curves and electrochemical impedance spectroscopy (EIS) measurements.

![Figure 1. Swagelok-type cell used in measurements.](image) Graphite current collectors are used due to their good chemical compatibility: 1) current collector; 2) nut; 3) seal tightening nut; 4) stud; 5) O-ring; 6) cover; 7) O-ring; 8) current collector insulation; 9) seal; 10) test chamber; 11) feet; 12) current collector; 13) screw; 14) butterfly nut.
RESULTS AND DISCUSSION

Mass yields of carbonization and activation processes

During HTC process, the solid feedstock undergoes several complex processes, which essentially modify its physical and chemical properties. Reactions of dehydration, decarboxylation with additional polymerization and aromatization are the major mechanisms of the material decomposition (Funke & Ziegler, 2010). Physical changes in the cellulose during hydrothermal carbonization lead to significant mass loss. The hydrochar mass yield (ratio between the hydrochar weight and the initial weight of feedstock on dry basis) depends on the reaction conditions (with temperature as a dominating factor) and feedstock structural properties. In the current paper, the mass yield values are in rather narrow range: 44% (HTC-2-3/1), 38% (HTC-2-6/1), 40% (HTC-4-3/1) and 36% (HTC-4-6/1). The results are consistent with data available in the literature for the hydrothermal treatment of cellulose. Sevilla & Fuertes (2009) reported the cellulose hydrochar mass yield values from 34% (at 250 °C, 2 h, 25/1 ratio) to 44% (250 °C, 2 h, 6/1 ratio) and 42.7% (250 °C, 2 h, 3/1 ratio). Reza et al. (2015) measured the product yields from 38% (250 °C, 20 min, 9/1) to 44.3% (250 °C, 8 h, 3/1). Slightly higher mass yields were reported by Diakite et al. (2013) 46.3–48.5% (230 °C, 2, 6 and 10 h, 10/1) and by Kang et al. (2012) from 48% (265 °C, 20 h, 3/1) to 53% (225 °C, 20 h, 3/1).

During chemical activation, the activation agent acts as a dehydration agent intensifying the pyrolytic decomposition of carbonaceous feedstock leading to further mass loss with simultaneous porosity development (Viswanathan et al., 2009). In current work, the burn-off of the activated carbon was on the average level of 62% for all testing runs. Sevilla et al. (2011) reported similar values of the product yield for cellulose activation with KOH at 700 °C: 34% (1/4 ratio of hydrochar/KOH) and 48% (1/2 ratio of hydrochar/KOH) which correspond to the burn-off values of 66% and 52%.

Structural properties of hydrochar samples and activated carbons

The morphology of the cellulose derived hydrochars and the obtained activated carbons is shown in Fig. 2. The figure illustrates the effect of cellulose concentration in the mixture with water during HTC process. It can be noted that hydrothermal carbonization with lower feedstock concentration (HTC-2-6/1) leads to the formation of smaller diameter spherical agglomerates (Fig. 2, b). While quite many microspheres of approx. Ø10 μm are formed on the surface of the cellulose hydrochar HTC-2-3/1 with higher cellulose concentration (Fig. 2, a). The microspherical particles on the hydrochar resulted from the cellulose depolymerization and hydrolysis (Kang et al., 2012). Falco et al. (2011) noticed the similar formation of the spherical agglomerates during glucose carbonization, however with the higher level of homogeneity. It was noted by Kang et al. (2012) that the amount of microspheres increases with process severity (higher reaction temperature and longer reaction time). In another work by Sevilla & Fuertes (2009), an abrupt morphological change in the cellulose structure during the hydrothermal treatment was noted at the temperature around 220 °C; cellulose treatment at this temperature increases the solubility of cellulose and significantly decreases its crystallinity. The following reactions are taking place during the hydrothermal carbonization of cellulose according to their study: (i) hydrolysis of the feedstock, (ii) dehydration and fragmentation into soluble products of the monomers from the hydrolysis, (iii) polymerization or condensation of the soluble products, (iv) aromatization of the
polymers, (v) appearance of a short burst of nucleation and (vi) growth of the nuclei. It was also mentioned that high functionalization of the hydrochar makes this material an excellent precursor for the activation carbon production (Sevilla et al., 2011).

The morphology of the activated carbons is characterized with particularly irregular shapes, smooth surfaces and large cavities (Figs 2, c and 2, d). The resulted structures differ significantly from the hydrochar precursors. Sevilla & Fuertes (2009) and Falco et al. (2013) reported on the similar morphology for the activated carbons produced from different lignocellulosic components regardless of the hydrochar precursor.

![Figure 2. SEM images of the hydrochar samples before chemical activation: (a) HTC-2-3/1; (b) HTC-2-6/1. And activated carbons after chemical activation: (c) AC-2-3/1; (d) AC-2-6/1.](image)

![Figure 3. SEM images of the hydrochar samples HTC-2-3/1 (a) and HTC-4-3/1 (b).](image)

Fig. 3 compares the morphology of the hydrochar samples after HTC treatment during 2 h (Fig. 3, a) and 4 h (Fig. 3, b). The carbonization structurally modifies the cellulose fibres, but they are still visible. Longer residence time results in the formation of bigger separate spheres of around Ø100 µm each. This can be the result of the secondary reactions that can occur with higher intensity of HTC treatment.
Porous textural characteristics of hydrochar samples activated carbons

During the carbonization step (e.g., HTC), the lignocellulosic components release oxygen, hydrogen and nitrogen in liquid or gaseous form and are converted into coal-like material enriched in carbon char with a rudimentary porosity (Hernández-Montoya et al., 2012; Diakite et al., 2013). Simple pyrolysis of the wood basic components in an inert atmosphere resulted in the somewhat moderate increase of the surface area: from 2.5 m² g⁻¹ for a virgin cellulose to 394 m² g⁻¹ for the cellulose after pyrolysis (700 °C, 1 h, 3 °C min⁻¹ heating rate) (Khezami et al., 2005). The final elemental composition as well as the developed surface area of carbonized cellulose strongly depends on such parameters as heating rate, reaction temperature and residence time (Khezami et al., 2005). In general, the surface area of the hydrochars from cellulose reported in the literature is on the level of ca. 30 m² g⁻¹ which corresponds relatively well with the external surface area (Sevilla & Fuertes, 2009). Table 1 presents the values of the BET surface area for hydrothermally carbonized materials from cellulose found in the literature and compared with the results of the current work. Although the values from the current study are in rather narrow range, the effect of HTC intensification (longer residence time and higher amount of water in the mixture) on the product porosity can be still noticed. An effect of the higher water-to-cellulose ratio can be due to the greater effect of water in the hydrolysis reaction during HTC treatment (Román et al., 2012). At the same time, the results confirm that the hydrochar samples has only rudimentary porosity before the activation step.

Table 1. BET surface areas of the cellulose derived hydrochars

<table>
<thead>
<tr>
<th>Feedstock</th>
<th>Conditions</th>
<th>BET [m² g⁻¹]</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T [°C]</td>
<td>t [h]</td>
<td>r_HTC [-]</td>
</tr>
<tr>
<td>Microcrystalline</td>
<td>250</td>
<td>6</td>
<td>1/9</td>
</tr>
<tr>
<td>cellulose</td>
<td>Microcrystalline cellulose</td>
<td>230</td>
<td>6</td>
</tr>
<tr>
<td>Cellulose</td>
<td>230</td>
<td>6</td>
<td>n/r</td>
</tr>
<tr>
<td>Cellulose</td>
<td>250</td>
<td>4</td>
<td>1/25</td>
</tr>
<tr>
<td>Cellulose</td>
<td>250</td>
<td>2</td>
<td>1/3</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>2</td>
<td>1/6</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>4</td>
<td>1/3</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>4</td>
<td>1/6</td>
</tr>
</tbody>
</table>

T – temperature; t – residence time; r_HTC – cellulose/water weight ratio; n/r – not reported.

During chemical activation with KOH, all hydrothermally carbonized cellulose samples are converted into porous carbons with high surface areas in the range of 2,300–2,645 m² g⁻¹. Results obtained in the present study are compared with data available in the literature (Table 2). The most advanced development of porous structure is found for the sample AC-2-6/1. As compared to the initial surface area after HTC, the surface area increases tenfold after the activation.

The total pore volume is also the highest among the studied samples – 1.6 cm³ g⁻¹, while other AC samples have slightly lower values: 1.3 cm³ g⁻¹ (AC-2-3/1), 1.4 cm³ g⁻¹ (AC-4-3/1) and 1.5 cm³ g⁻¹ (AC-4-6/1). In overall, the obtained values are consistent with the values from other investigators. In the majority of the chemical activation tests with KOH, the temperature was on the level 700–800 °C with residence time of 1 h, generally. The impregnation ratio of KOH/char varies in the range of 0.25–4 in the
considered literature. As a rule, the use of simple pyrolysis for char preparation results in lower values of porosity in comparison with HTC treatment (with the exception for the tests by Fujishige et al. (2017)).

### Table 2. BET surface areas of the cellulose derived activated carbons

<table>
<thead>
<tr>
<th>Carbonization Process conditions</th>
<th>Activation</th>
<th>Activation agent</th>
<th>T [°C]</th>
<th>t [h]</th>
<th>r&lt;sub&gt;imp&lt;/sub&gt; [-]</th>
<th>BET [m&lt;sup&gt;2&lt;/sup&gt; g&lt;sup&gt;-1&lt;/sup&gt;]</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyrolysis (N&lt;sub&gt;2&lt;/sub&gt;, 300 °C)</td>
<td>KOH</td>
<td>700</td>
<td>1</td>
<td>0.25</td>
<td>678</td>
<td>(Khezami et al., 2005)</td>
<td></td>
</tr>
<tr>
<td>Pyrolysis (Ar, 600 °C)</td>
<td>steam</td>
<td>850</td>
<td>0.5</td>
<td>n/a</td>
<td>1,044</td>
<td>(Babeł, 2004)</td>
<td></td>
</tr>
<tr>
<td>Slow pyrolysis (N&lt;sub&gt;2&lt;/sub&gt;, 400 °C)</td>
<td>steam</td>
<td>800</td>
<td>n/r*</td>
<td>n/a</td>
<td>1,137</td>
<td>(Lorenc-Grabowska &amp; Rutkowski, 2014)</td>
<td></td>
</tr>
<tr>
<td>+ fast pyrolysis (N&lt;sub&gt;2&lt;/sub&gt;, 900 °C)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HTC (250 °C, 2 h, 1/3 ratio)</td>
<td>KOH</td>
<td>700</td>
<td>1</td>
<td>2</td>
<td>1,283</td>
<td>(Sevilla, Fuertes &amp; Mokaya, 2011)</td>
<td></td>
</tr>
<tr>
<td>HTC (240 °C, 2 h, 1/10 ratio)</td>
<td>KOH</td>
<td>700</td>
<td>2</td>
<td>3</td>
<td>2,250</td>
<td>(Falco et al., 2013)</td>
<td></td>
</tr>
<tr>
<td>HTC (250 °C, 2 h, 1/3 ratio)</td>
<td>KOH</td>
<td>800</td>
<td>1</td>
<td>4</td>
<td>2,047</td>
<td>(Wei et al., 2011)</td>
<td></td>
</tr>
<tr>
<td>HTC (250 °C, 2 h, 1/6 ratio)</td>
<td>KOH</td>
<td>700</td>
<td>1</td>
<td>4</td>
<td>2,296</td>
<td>Current work</td>
<td></td>
</tr>
<tr>
<td>HTC (250 °C, 4 h, 1/3 ratio)</td>
<td>KOH</td>
<td>700</td>
<td>1</td>
<td>4</td>
<td>2,494</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HTC (250 °C, 4 h, 1/6 ratio)</td>
<td>KOH</td>
<td>700</td>
<td>1</td>
<td>4</td>
<td>2,580</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* to 50% burn-off; T – temperature; t – residence time; r<sub>imp</sub> – KOH/cellulose weight ratio; n/r – not reported; n/a – not applicable.

### Electrochemical tests

The results of the electrochemical analysis of the prepared samples are presented in Fig. 4. The specific capacitance of the samples (Fig. 4, a) was measured with 50 mV s<sup>-1</sup> scan rate and the obtained values are given in Table 3. Additionally, the different values of the scan rates were applied to evaluate the capacity retention of the prepared electrodes (Fig. 4, b).

As it can be seen in Fig. 4, a, the effect of residence time during HTC on the electrodes performance is more pronounced than the effect of feedstock concentration within the studied reaction parameters. The electrodes produced from the samples carbonized during 2 h (AC-2-3/1 and AC-2-6/1) show comparable performance and have higher specific capacitances than other two samples carbonized during 4 h. The sample AC-2-3/1 reveals the highest value of the specific capacitance in spite of the fact that it has not the highest BET surface area among others. As one of the possible reasons for such results, the nanopores of the prepared AC are not fully used during the creation of the electrochemical double layer, where the charge is stored.
The variations of capacity retention within different scan rates show relatively similar results for all samples. However, the capacity retention is slightly higher for the samples AC-4-3/1 and AC-4-6/1 than for the samples AC-2-3/1 and AC-2-6/1. The obtained results may be explained by the influence of the secondary reaction products during the carbonization process that may have an influence on the final product characteristics. With higher severity of the carbonization process, the additional chemical reactions occur during the HTC process. If the products of those reactions were not fully removed from the material, the purity of the final product is decreased, which in turn leads to the decreasing of the electrochemical properties of the prepared material (by increasing the material resistance). The trace metals and salts (e.g., Ca and Mg salts) that originally containing in the cellulose may have an impact on the properties of the final product.

![Figure 4](image.png)

**Figure 4.** Specific capacitance (a) and capacity retention (b) of the created EDLCs from prepared composite materials.

<table>
<thead>
<tr>
<th>Samples</th>
<th>AC-2-3/1</th>
<th>AC-2-6/1</th>
<th>AC-4-3/1</th>
<th>AC-4-6/1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific capacitance, F g⁻¹</td>
<td>110.3</td>
<td>102.5</td>
<td>77.2</td>
<td>69.4</td>
</tr>
</tbody>
</table>

The similar result was obtained from the impedance analysis of the prepared samples, which is shown in Fig. 5. The samples AC-4-3/1 and AC-4-6/1 have higher value of the impedance at low operation frequency than samples AC-2-3/1 and AC-2-6/1. Similarly to the explanation above, the products of the side reactions may influence on the diffusion of electrolyte ions into the pores of electrode materials which may lead to the increase of the impedance values for the prepared electrodes. Therefore, with purpose to improve the quality of the produced AC an additional purification of the material, prepared by using a long residence time during hydrothermal carbonization, may be necessary.
CONCLUSIONS

Porous activated carbons were produced from cellulose-derived hydrochars with KOH chemical activation. The presented results proved that cellulose can be successfully used as a feedstock for electrodes of electrical double layer capacitors. The possibility to tune the porosity of activated carbons is essential for various application. Several variations of reaction conditions during the hydrothermal carbonization were tested in order to evaluate the influence of hydrochar preparation on the characteristics of the final product. This work demonstrates that not only the HTC reaction temperature but also the ratio between the feedstock and water and the residence time have certain effect on the porosity development of the final product. The significance of these reaction parameters is generally underestimated and their effect is not well studied. The increase of the process severity (longer reaction time and higher amount of water in water-cellulose mixture) increases the surface area of the derived hydrochar samples. Within the frames of the studied reaction parameters, the sample HTC-4-6/1 after the HTC treatment during 4 h and with water/cellulose ratio of 6/1 have the highest BET surface area of 27 m² g⁻¹. Chemical activation allows to convert the hydrochar samples into porous activated carbons with high surface areas in the range of 2,300–2,645 m² g⁻¹. The highest surface areas of activated carbons were found for the samples produced from the cellulose hydrochars after 2 and 4 h with water/cellulose ratio of 6/1.

The flexible self-standing electrodes for an electrical double layer capacitors were successfully produced and their electrochemical characteristics were analysed. Even though all studied samples show rather comparable values for the capacity retention, the levels of specific capacity differ significantly for the samples after different reaction times. Despite the fact that the samples AC-4-3/1 and AC-4-6/1 have the higher BET surface areas than samples produced during 2 h of HTC, the highest specific capacitances are found for AC-2-3/1 and AC-2-6/1: 110.3 and 102.5 F g⁻¹ correspondingly. That can be possibly explained by non-complete use of the developed nanopores of the activated carbon during the creation of the electrochemical double layer. Moreover, the samples

Figure 5. Impedance of the created EDLCs from prepared composite materials.
AC-4-3/1 and AC-4-6/1 have the higher value of the impedance at low operation frequency than samples AC-2-3/1 and AC-2-6/1. The products of the secondary reactions during HTC may influence on the diffusion of electrolyte ions into the pores of electrode materials that may lead to such results.

The obtained results prove that HTC in combination with chemical activation may be effectively used to convert the feedstock material into highly porous activated carbon. Higher intensity of the HTC process (longer residence time and higher water-to-feedstock ratio) leads to more severe decomposition of the initial material and, as a consequence, higher porosity. At the same time, more research is required to determine accurate correlations between the reaction parameters and final characteristics of the product. Possible side effects during longer time of reaction should be thoroughly studied with wider variation of the process parameters. Moreover, the possibility to use some organic by-products and wastes instead of pure cellulose would be extremely beneficial for future research.
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Abstract. Slide bushings made of metal powder materials are used in many parts of vehicles. The current trend is to reduce the unit cost of products, increase the durability of components and assemblies, and reduce the harmful effects on the environment. One of these solutions is the use of powder materials. In this article, we consider some manufacturing techniques for sliding bushings of a lever brake system of a rolling stock using one-sided and two-sided pressing, pulse and combined sealing. The areas of their rational use are demonstrated as well.
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INTRODUCTION

To ensure maximum efficiency and safety when transporting goods by rail, it is necessary to constantly seek and implement innovative solutions. To a large extent, this applies to the technical part, primarily to the mechanisms of rolling stock. Many railway transport nodes operate at high specific loads and significant temperature fluctuations (Kruse et al., 2015), (Ivaskovska & Mihailovs, 2019). Bearing sleeves in articulated joints are subject to particularly intense wear, which requires frequent adjustment and repair.

In nodes of increased dimensions under heavy loads, as well as when working in a humid environment, the plain bearings are the most suitable. The main element of the bearings is an insert (sleeve) made of antifriction material, which is installed between the shaft and the bearing housing (Karpichev, 2000). The disadvantages of such bearings are of higher friction than rolling bearings and the need for relatively expensive antifriction materials.

In railway transport, anti-friction bushings are widely used in lever brake systems, auxiliary and low-speed mechanisms. Characteristic defects in antifriction bushings are caused by friction (abrasive wear) and fatigue failure under the influence of load pulsation. Increased wear or destruction of the slide bushings can lead to both premature destruction of the elements themselves and jamming of the entire structure as a whole. Intensive oscillatory movements are also characteristic features of bearing assemblies of hinge systems of brake mechanisms. This is another serious condition that can lead to
accelerated wear on the sleeve. The position at zero speed between each oscillation cycle is the point at which the lubricant will be broken, which leads to increased wear of the material. Self-lubricating bushings are the best choice for oscillatory motion due to the rigid sliding surface, which generates a small amount of wear particles, as well as the presence of internal lubrication.

Modern technology allows the manufacture of bearing bushings of metal powders that meet the most stringent requirements. The criterion for the strength and, consequently, the performance of the sleeve are contact stresses in the friction zone or contact pressure. The estimated contact pressure $p$ can be estimated (Dunajev & Lelikov, 2001).

\[ p = \frac{N}{(ld)} [p] \]

where $N$ – is the force of the normal shaft pressure on the sleeve (support reaction); $l$ – is the working length of the bearing sleeve; $d$ – is the diameter of the shaft journal; $[p]$ – permissible specific pressure.

One of the main advantages of bushings made of metal powder materials is the presence of pores in them, which contribute to the formation of a stable oil film in the bearing. As a result of the preliminary impregnation of the sleeve in heated oil, a large number of its capillaries are filled with oil. Due to this, a lubricating film is formed on the rubbing surface of the sleeve, which remains for a sufficiently long time. The use of so-called pockets in plain bearings is known. They accumulate oil during parking and low speeds. Then the oil is used when the mechanism is triggered.

Different operating modes require the use of cermet bearings with varying degrees of porosity. In studies (Leitans et al., 2015), it was shown that one of the reasons for increased wear of parts of hinge assemblies is damage to the surface layer of the antifriction sleeve and vertical dynamic forces of an impact nature. In this regard, greater importance should be given to the strength properties of the elements of the system (Ivanovs & Gavrilovs, 2017; Evsejev et al., 2019).

It is possible to increase the strength of sliding bushings made of powder materials by increasing the density of the product and selecting material from the class of high alloy, containing an increased value of chromium, manganese and nickel Oberacker, 2011). However, this increases the cost of parts and makes the use of powder metallurgy unprofitable. The use of low-alloy powder mixtures makes it possible to reduce the cost of production of parts of brake assemblies (Mironovs et al., 2019). But this requires increased attention to the choice of material, porosity and manufacturing technology. For medium loads, a porosity of 20–25% is recommended. In the production of metal-powder products, there are four main stages: the selection and preparation of the powder composition, pressing, sintering to the desired density and additional (finishing) operations after sintering to the final product. Each of these steps is very important to obtain a product with desired properties.

In this paper, a number of technologies for the manufacture of sliding bushings for a lever brake system of a rolling stock from low-alloy powder raw materials using one-sided and two-sided pressing is considered. The use of pulsed and combined seals allows the manufacture of bushings with a wider range of sizes and configurations. The areas of their rational application of technologies are shown.
MATERIALS AND METHODS

Experimental studies have been conducted at the Powder Materials Laboratory of Riga Technical University. The samples of slide bushings with an outer diameter of 25–50, a length of 25 to 120 mm and a wall thickness of 5–15 mm were made.

For the preparation of samples, iron-based powder mixtures were used (Fe – 94%, Ni – 2.5%, Cu – 2.0%, Mn – 0.5%, < C – 0.7%) (Mironovs et al., 2019).

The simplest compaction method is single-sided pressing. It is recommended to be used if \(0.5d < l < 1.5d\), where \(d\) is the diameter of the sleeve and \(l\) is its length. Sealing was carried out on a hydraulic press at a pressure of 400 to 600 MPa.

The pressing device (Fig. 1, a) consisted of a die, upper and lower punches, the space between which was filled with pressed powder. The mold matrix was made of carbon steel with a hardness of HRB 58-64. A steel bar was used to form the inner hole. To ensure the specified accuracy of the dimensions of the workpiece, limiters were used. The force was applied to the upper punch. The experiments showed that uniform porosity in height can be obtained provided: \(0.5 \, d < l < 1.5 \, d\).

Double-ended pressing was carried out in the same matrix; however, a compression force was applied to both punches (Fig. 1, b).

The following recommendation (German, 2005) was considered here, which indicated that the ratio of the diameter and wall thickness is an important factor in choosing a two-sided pressing method. It is recommended within (2).

\[
3 < \frac{s}{d} < 17
\]

where \(s\) – wall thickness; \(d\) – diameter.

\[\text{Figure 1. Scheme for powder compaction:} \quad 1 – \text{upper punch}; \quad 2 – \text{lower punch}; \quad 3 – \text{die}; \quad 4 – \text{powder.}\]

\[\text{Figure 2. Sliding bushings after compaction (a) and after sintering (b).}\]

When the sleeve length was increased to more than \(l \geq 1.5 \, d\), the method of magnetic pulse pressing was applied by crimping the powder material in an electrically conductive shell. This method also turns out to be suitable for calibrating the bushings, as well as in the manufacture of bushings of a more complex configuration, for example, in the manufacture of bushings with a shoulder (Fig. 3).
Figure 3. The scheme of magnetic pulse pressing of the bushings (a) and the sample sleeve with a shoulder: 1 – powder; 2 rod; 3 – inductor; 4 – pulse current generator.

To increase the density of products, the combined static-dynamic sealing scheme developed in (Mironovs et al., 2016) is used. In this case, the powder was pre-compacted on a hydraulic press at a pressure of up to 400 MPa, and then subjected to repeated pulsed exposure by applying

To obtain bushings with the ratio $3 < l < 10$, combined pressing was used: pulse compaction followed by drawing (Glushenkov et al., 2017).

In the manufacture of powder parts, attention was paid to the basic characteristics of metal powders. The stability of the bulk mass (mass per unit volume of the freely sprinkled powder) provides a more constant shrinkage during sintering. It depends mainly on the shape and size of the powder particles. The presence of protrusions and irregularities on the surface of the particles increase interparticle friction, which complicates their movement relative to each other and leads to a decrease in the bulk density of the powder. The granulometric composition of the powder is of significant importance – with an increase in the content of finer particles, the bulk density of the powder decreased, apparently due to an increase in the friction surface. The fluidity of the powder worsened with decreasing particle size of the powder.

All samples were sintered in a protective atmosphere of endogas at a temperature of 1,120 °C. For 30 minutes.

RESULTS AND DISCUSSION

Changes in the volume of the powder body during compression are the result of ongoing processes during compaction. The density of the workpiece depends on the pressing pressure and the form of its application. In all processes, with an increase in compaction pressure, the specific gravity increased and the porosity decreased. Porosity is evenly distributed throughout the volume (Fig. 4).

Figure 4. Microstructure of powder sleeves made of low-alloyed iron powder with porosity of 18%.
Particle shape affects bulk density and bulkability. Associated with it is their surface energy, which increases with increasing particle surface (Freeman et al., 2009). Along with the adhesion forces, mechanical factors also act, in particular, jamming of particles and interweaving of the protrusions. The particle size of the powder is one of the factors determining the specific pressure during pressing, necessary to achieve a given porosity, as well as shrinkage during sintering and the mechanical properties of sintered products (Fig. 5). This was especially evident with pulse compaction. Smaller powders were pressed much worse, and some billets cracked during sintering.

![Figure 5.](image)

**Figure 5.** Change in the relative density of iron powder depending on the particle size during static (a) and by impulse pressing (b), $d_1 = 100$, $d_2 = 50$, $d_3 = 20$, – particle size $\mu$m; $p$ – pressure; $w$ – specific pulse energy.

Particular attention was paid to the method of manufacturing bushings with side holes (pockets) for subsequent grease retention (Fig. 6, a). A special device has been developed for this purpose (Fig. 6, b).

![Figure 6.](image)

**Figure 6.** A sleeve with an outer diameter of 50 mm and side holes with a diameter of 3 mm (a) and a device for its manufacture (b), where: 1 – inductor; 2 – hub magnetic field; 3 – metal shell; 4 – powder; 5 – fingers; 6 – sleeve; 7 – base; 8 – stem; 9 – gutter for powder; 10 – cap; 11 – spring; 12 – device for pressing.

The device (Fig. 6, b) is intended for magnetic pulse pressing. It contains a multi-turn inductor 1, a magnetic field concentrator 2, a metal shell 3, a sleeve for forming an internal hole 6, a mandrel with sliding fingers 5 for forming side holes, and also a powder filling mechanism in mold 9 and a device for extruding products 12.
As experiments showed, the device is advisable to use in the manufacture of bushings of large diameter (more than 50 mm).

**CONCLUSIONS**

1. The technology of manufacturing powder sleeves for railway nodes is constantly being improved. Technologies based on the use of combined static-dynamic compaction methods deserve more and more attention.
2. New technological possibilities for the manufacture of slide bushings with side openings, used as pockets to hold grease, are presented.
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Abstract. For the successful control of the production process, determining the leaf area is a basic requirement. In this context, it is important to determine the regularities of leaf formation within the plant, considering technological parameters of agrophytocenosis construction. These are the important issues covered in this paper based on the years of research conducted between 2013 and 2018 on three cultivars of oilseed radish: one of the poorly explored members of the cruciferous family of multipurpose use. The conducted researches allowed to distinguish features of longline leaf formation of oilseed radish cultivars and mathematically describe features of formation of their area, length and width at the early flowering phase according to the Richards growth curve. The peculiarities of formation of individual leaf area depending on the combination of the variations of the stand density and fertilization in the context of the recommended process regulation of oilseed radish cultivation are also determined. It has been proved possible to use a non-destructive method of determining the individual leaf area of oilseed radish, basing on the evaluation of 29 models, using the following formula $S = 7.9316 - 2.3613L + 0.6897(LW) + 0.0458L^2 - 0.0005(LW)^2$ (under the following test parameters of the model: $R^2 = 0.9106$; $RMSE = 9.75$; $d = 0.956$; $BIAS = -0.1523$).

Key words: oilseed radish, leaf formation, leaf area estimation, non-destructive methods, mathematical model.

INTRODUCTION

Assimilating surface of agrophytocenosis of any crop is a complex longline structure, which reacts sensitively enough to the hydrothermal vegetation regime, technological nature of cenosis creation, phenotypic features of the main crop forming cenosis, level of soil and additional mineral nutrition, and nature of weediness (Long et al., 2006; Lamptey et al., 2017; Seetseng et al., 2020). On the other hand, the area of the assimilating surface of a plant is a combination of the number of leaves per plant and their individual area (Kotula, 1951; Lewis, 1972; Smith et al., 1997; Tsukaya, 2003; Doust, 2007). A common scientific challenge is the fact that a simple product of the number of leaves per leaf area is only appropriate in case of equal leaf sizes by their placement on the plant’s stem (Stewart & Dwyer, 1999; Gielis, 2003; Watanabe et al., 2005; Dornbusch et al., 2011). In the majority of cases there are significant deviations for the plant body both in the size of leaves and in their shape in the direction from the
first leaves to the upper leaves (Terashima & Hikosaka, 1995; Terashima et al., 2001; Bylesjö et al., 2008; Pérez-Pérez et al., 2010). Such nature of the formation of differences may take the form of a change in the leaf type (due to a combination of different separation moduses) and is called pinnation, and is expressed in a change in the character of the complexity of the leaf blade, starting with juvenile leaves to leaves which are formed at late stages of growth and development of plants (Corona & Vasilyev, 2007). Another type of differences is related to the parameters of fluctuating asymmetry of leaves, which in fact reflects the format of lateral leaf blade variability (Parsons, 1992; Semiarti et al., 2001; Shi et al., 2018). It should be remembered that there is one more component of the differences between the leaves of plants of different tiers, in particular the thickness of the leaf blade, venetion nature, anatomical differences in the tissue texture, space angular orientation towards the stem (Wofford & Allen, 1982; Ivanov et al., 1994; Rosa & Forseth, 1995; Deckmyn et al., 2000; Terashima et al., 2001; Runions et al., 2005; Milla & Reich, 2007; Ford et al., 2008; Nam et al., 2008; Nicotra et al., 2011; Dornbusch et al., 2011). In summary, there is an appropriate level of morphological variability for plants, which can be characterized as a morphological gradient, which in some research works is expressed as a ratio of leaf area of certain upper tiers to lower tiers, or their individual linear sizes, in particular leaf length, leaf width or other morphological parameter (Ivanov et al., 1994; Gielis, 2003; Breda, 2003; Efroni et al., 2010). It is also believed that the nature and value of the mentioned variability is determined by the main technological aspects of agrophytocenosis formation (Loomis et al., 1967; Nanda et al., 1995; Long et al., 2006; Rozylo & Palys, 2014). Most researches show that the intensive variability of leaf morphological parameters in the vertical gradient is determined by a number of factors from the most to the least determinant: the density of agrophytocenosis considering the feeding area of one plant, the level of fertilization in interaction with the density, the edaphic conditions of growth and development of plants (Morrison & Stewart, 1995; Nanda et al., 1995; Schurr et al., 2000; Jullien et al., 2009; Biskup et al., 2009; Ma et al., 2014; Boudaoud, 2016). The above mentioned number of factors has a determining basis from the perspective of hydrothermal conditions of vegetation with the maximum reduction in morphometry of individual leaves of the plant in combination with the maximum formats of stand density, fertilization and favorable ground conditions, as well as the most favorable, and vice versa the most unfavorable hydrothermal regimes of the vegetation period of the respective crop (Stefanowska et al., 1999; Nicotra et al., 2008; Hosoi & Omasa, 2012; Li et al., 2013; Wright et al., 2017).

On the other hand, it is noted that the nature of individual leaf parameters, considering the linear growth of plants and the multiple–age staging of functioning of leaves from different tiers, is in some degree determining in providing the appropriate levels of photosynthesis productivity in cruciferous crops, and as a result provides both the formation of the appropriate leaf–stem complex structure and the formation of appropriate seed yield levels (Freyman et al., 1973; Thurling, 1974; Clarke, 1977 and 1978; Pecham & Morgan, 1985; Kasa & Kondra, 1986; Gabrielle et al., 1998; Khan, 2003 and 2005; Mullen et al., 2006; Jansen et al., 2009; Kirkegaard et al., 2012; Cargnelutti Filho et al., 2015; Fochesatto, et al., 2016).

It should be also noted that there is an important aspect of leaf variability expressed in heterophylly. Almost all plants are heterophyllous, as it is difficult to find morphologically identical leaf blades on the stem. The approaches to this issue distinguish the typification of heterophylly: dimensional, geometric, venational, etc.
Due to heterophylly on the plant stem, different morphotypes (categories or formations) of leaves can be found sequentially: basal, middle and apical (Baker–Brosh & Peet, 1997; Kuwabara et al., 2001; Corona and Vasilyev, 2007; Merks et al., 2011; Nakayama et al., 2012; Yamaguchi et al., 2012; Maugarny-Cales & Laufs, 2018). Basal leaves perform a protective function and therefore have a simplified structure. Middle leaves are typical for this species and constitute the basic mass of the shoot. Their primary function is photosynthesis. Within this formation, they differ. In the beginning, they have a simplified structure. In complex leaves of the basal formation a smaller number of leaves are formed, then the number of leaves increases towards the middle part of the stem, and then decreases up to the top. The apical leaves are formed in the upper part of the stem. They cover flowers (bracts) or inflorescences, have a poorly developed leaf blade, as well as basal leaves, sometimes change their color and function.

Given the above aspects of the importance of exploring the formation of individual leaf morphological parameters, the researches show evidence of scientific novelty and topicality. The developments in modern approaches to determining the area of both individual leaves and the entire assimilation surface of plants should also be considered. In this context, the defining methodological approach is the determination of regression models of leaf area dependencies on its linear parameters, such as leaf length and width or a combination of these parameters in product or power expressions. Nowadays, this method of estimation of leaf area formation regularities is applied for many crops from different botanical families and leaf morphological complexity (Robbins & Pharr, 1987; Elsner & Jubb, 1988; Firman & Allen, 1989; Schultz, 1992; Uzun & Celik, 1999; Montero et al., 2000; Kandiannan et al., 2002; Blanco & Folegatti, 2003; Stoppani et al., 2003; Lizaro et al., 2003; de Swart et al., 2004; Demirsoy et al., 2004; Demirsoy et al., 2005; Tsialtas & Maslaris, 2005; Gamper, 2005; Rouphael et al., 2006; Serdar & Demirsoy, 2006; Cristofori et al., 2007; Rouphael et al., 2007; Mendoza–de Gyves et al., 2007; Cristofori et al., 2007; Rivera et al., 2007; Peksen, 2007; Ramesh et al., 2007; Carmassi et al., 2007; Tsialtas & Maslaris, 2008; Mendoza–de Gyves et al., 2008; Antunes et al., 2008; Cristofori et al., 2008; Fallovo et al., 2008; Kumar, 2009; Mazzini et al., 2010; Rouphael et al., 2010a and 2010b; Bakhshandeh et al., 2011; Giuffrida et al., 2011; Cemek et al., 2011; Chavarria et al., 2011; Pomelli et al., 2012; Richter et al., 2014; Buttaro et al., 2015; Corcoles et al., 2015; Zanetti et al., 2017) including members of cruciferous family (Stoppani et al., 2003; Salerno et al., 2005; Olfati, 2010; Tartaglia et al., 2016; Aminifard et al., 2019). This issue, however, remains unexplored and conceptually important for oilseed radish plants in order to clarify the features and regularities of leaf apparatus formation among members of the cruciferous family.

**MATERIALS AND METHODS**

The research was conducted on the experimental field of the VNAU (N 49°11′31″, E 28°22′16″) on dark gray forest soils Luvic Greyic Phaeozem soils (IUSS Working Group WRB, 2015). Agrochemical field potential: humus content: 2.02–3.2%, lightly hydrolyzed nitrogen 67–92, mobile phosphorus 149–220, exchangeable potassium 92–126 mg kg⁻¹ of soil at рН 5.5–6.0. The research on peculiarities of leaf apparatus formation of the oilseed radish Zhuravka variety plants was carried out on the basis of two cardinally distant technological options of its construction at the rate of sowing of
4.0 million pcs. ha⁻¹ of germinable seeds of row sowing (15 cm) and 0.5 million pcs. ha⁻¹ of germinable seeds of wide-row (30 cm) sowing. The research of both options was conducted on a nonfertilized ground. The sowing period for both options corresponded to the end of the first and beginning of the second ten-day period of April. The climate of the region is moderately continental (Dfb according to the Köppen-Geiger climate classification (Pivoshenko, 1997)), average January temperature: -5 °C, average July temperature: 20 °C; annual precipitation: 420–590 mm, 80% of which occurs during a warm period. The increase in the overall favorability of hydrothermal vegetation regimes of oilseed radish towards reduction of weather risks should be placed in the following order: 2018–2015–2017–2016–2013–2014 (Table 1). The research covered three varieties of oilseed radish (Raphanus sativus L. var. oleiformis Pers.), namely ‘Zhuravka’, ‘Raiduha’ and ‘Lybid’. The study of the variability of the fodder radish fruits was carried out with a scheme including extreme gradations of the technological spectrum of agrophytocenosis formation in the study area, taking into consideration the borderline formats of the recommended mineral nutrition of the specimen (Table 2).

Table 1. Monthly average hydrothermal coefficient * over the growing season of oilseed radish, 2013–2018

<table>
<thead>
<tr>
<th>Year of research</th>
<th>Months</th>
<th>Average for the years of vegetation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>V</td>
<td>VI</td>
</tr>
<tr>
<td>2013</td>
<td>1.305</td>
<td>2.202</td>
</tr>
<tr>
<td>2014</td>
<td>2.783</td>
<td>1.078</td>
</tr>
<tr>
<td>2015</td>
<td>0.719</td>
<td>0.613</td>
</tr>
<tr>
<td>2016</td>
<td>1.227</td>
<td>0.893</td>
</tr>
<tr>
<td>2017</td>
<td>0.645</td>
<td>0.349</td>
</tr>
<tr>
<td>2018</td>
<td>0.258</td>
<td>3.124</td>
</tr>
</tbody>
</table>

* \( GTC = \frac{\sum R}{0.1 \sum t_{>10}} \), where the amount of precipitation (\( \Sigma R \)) in mm over a period with temperatures above 10 °C, the sum of effective temperatures (\( \Sigma t_{>10} \)) over the same period, decreased by a factor of 10.

Table 2. The range of acceptable common options for the formation of oilseed radish agrophytocenosis in the study area (Tsytsiura, 2019)

<table>
<thead>
<tr>
<th>Planting method and seeding rates (million germinable seeds·ha⁻¹)</th>
<th>Fertilization (of the active substance), kg·ha⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>row method (15 cm)</td>
<td>wide-row method (30 cm)</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>2.0</td>
<td>1.0</td>
</tr>
<tr>
<td>3.0</td>
<td>1.5</td>
</tr>
<tr>
<td>4.0</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>without fertilizers</td>
</tr>
<tr>
<td></td>
<td>( N_{30}P_{30}K_{30} )</td>
</tr>
<tr>
<td></td>
<td>( N_{60}P_{60}K_{60} )</td>
</tr>
<tr>
<td></td>
<td>( N_{90}P_{90}K_{90} )</td>
</tr>
</tbody>
</table>

** – underlined are variants for studying.

The experiments were set in randomized blocks, in a split–plot scheme, with four replicates. Three manual weedings were performed for weed control, while pests (Phyllotreta cruciferae Kutsch., Ph. atra var. cruciferae Goeze., Ph. armoraciae Koch., Meligethes aeneus F.) were controlled through the application of insecticide in the vegetative stage.

Samples were collected in different phenological stages and in leaves of different sizes and shapes, because radish plants produce leaves of different shapes along the
cycle. After plant collection, the leaves were separated from the stem and only those photosynthetically active, with no damage or deformation caused by diseases, insects or other external factors, were selected. The annual number of the analyzed leaves was determined by the foliage level of plants in different years of observations, and according to the principle of single elimination, it provided for the analysis of leaves from 10 typical plants in non–contiguous repetitions for each technological variation of agrophytocenosis construction. The typicality of plants was determined for the middle dominating tier of oilseed radish plants of each studied variety according to a number of recommendations (Rabotnov, 1978; Ramensky, 1971).

Leaf parameters were determined using the Digimizer image analysis software (v 4.2) (Schoonjans, 2019). This software allows determining such leaf parameters as length (L), width (W), perimeter (P), area (LA). The specified morphometric parameters were determined in cm and cm², according to the image processing calibration system. The image of the leaves to be processed in the specified program is obtained by scanning with a CanoScan LIDE 700F scanner with the appropriate software for processing the obtained scanned images. Scanning of leaves within individual phenological periods of growth and development of oilseed radish plants was performed according to the order of their placement on the plant from the bottom to the top.

Typification of morphotypes of the leaf blade was performed in accordance with Fedorov et al. (1956), considering Cuptar (2019). Comparison of the significance of average values in comparison with the studied technological variations of the agrophytocenosis construction was carried out using a four-factor system of dispersion analysis. The general research methodology, associated observations and surveys were conducted in accordance with the baseline recommendations for studies on cruciferous crops (Saiko et al., 2011) with the methodological and descriptive recommendations of the classification ranking tables of variety examination (Test Guidelines for the conduct of tests for distinctness, uniformity and stability of Fodder Radish (Raphanus sativus L. var. oleiformis Pers., 2017) using correlation and regression methods of analysis (Sharma, 2005) and using a software package of statistical application programs Statistica 10, Exel 2013, Past 324.

RESULTS AND DISCUSSION

According to the results of morphometric analysis of oilseed radish leaves in their successive placement from the lower to the upper tiers, the presence of longline heterophylly with complex transient types of leaf blade between the tiers along the stem height was determined. For the oilseed radish, two types of changes were observed. In the early stages of vegetation up to the rosette phase – the beginning of the stem formation (BBCH 10–21), there is a gradual complication of the leaf blade from a simple morphotype in the cotyledons (obcordate) to a more complex morphotype (pinnatisect lyrate) for the leaves, which are formed during the period of the rosette formation and the beginning of the stem prolongation. In the subsequent process of plant growth from the stage of stoolsing to the stage of budding (BBCH 22–52), there is a domination of morphotypes of the middle tier leaves mainly of various transitional shapes of pinnatisect divided lyrate shape with signs of symmetry, asymmetry and disproportions with a marked deformation of the central vein. Already at the stage of the budding beginning (BBCH 48–50) in the zone of formed buds, the leaves of morphotypes of the upper tier
are distinguished (pinnately divided and pinnatisect lyrate leaves, pedate, subulate, linear, wedge–shaped, sagittate, palmate, ovoid leaves, etc.). The morphotypes of oilseed radish leaves are shown in Fig. 1. According to the presented character of the longline morphology of leaves, oilseed radish plants can be attributed to the highly differentiated heterophyllous type according to Corona & Vasilyev (2007) with a clear division into the morphological types of leaf according to its height placement on the stem. In addition, by the nature of the dominance of a certain leaf fraction, i.e. the prevalence of the corresponding tier of leaf morphotypes, by the tier of their placement it is possible to evaluate the optimality of applied technological parameters in the construction of agrophytocenosis, which corresponds to the general conclusions in a number of researches on other cruciferous crops (Clarke, 1977; Mullen et al., 2006; Maugarny-Cales & Laufs, 2018; Aminifard et al., 2019).

Figure 1. Morphotypes of oilseed radish leaves by tiers at the phenological flowering phase (BBCH 59–61) (I–II – upper tier leaves (zone of inflorescence branches and inflorescence itself)); III–IV – middle tier leaves; V–VI – lower tier leaves). Positioning of specimens sequentially from the lowest to the highest in a vertical sequence along the stem (composed for three varieties, marker black square with an area of 2 cm²).
Considering the determined tier features in the morphology of oilseed radish leaves, different character of the structural complexity of leaves by the nature of their dwelling structure was also determined, including the character of the right-hand and left-hand placement of the serratures of the leaf blade edge, the presence of signs of fluctuating asymmetry and other signs, which are expressed in the total points of the number of differences (dwell) (Corona & Vasilyev, 2007). Given the above features, several basic types (metamers) of the leaf and a number of intermediate types, which are transitional between the main metamers within the selected axial stem tiers by leaf arrangement, can be considered in the oilseed radish, which is clearly demonstrated in Figs 1–3. Thus, leaves of the lower tier are characterized by the formation of an ovoid-lyrate type with dissected or divided almost symmetrical type of leaf blade lobes, which often overlap each other, or form a complex morphological growth type which artificially masks the dissection of the general morphology of the leaf. Leaves of the lower tier are typical for cruciferous crops of lyrate-sected type with 3–8 one-sided lobes of the leaf blade with the maximum width of the leaf on the last or penultimate leaf lobe.

**Figure 2.** General morphotypology of oilseed radish leaves with different stand density during the flowering phase (BBCH 59–61) on a nonfertilized ground for ‘Raiduha’ variety (for inter-row spacing of 15 cm: 1 – 4.0 million pcs. ha⁻¹ of germinable seeds; 2 – 3.0 million pcs. ha⁻¹ of germinable seeds; 3 – 2.0 million pcs. ha⁻¹ of germinable seeds; 4 – 1.0 million pcs. ha⁻¹ of germinable seeds; for inter-row spacing of 30 cm: 5 – 2.0 million pcs. ha⁻¹ of germinable seeds; 6 – 1.5 million pcs. ha⁻¹ of germinable seeds; 7 – 0.5 million pcs. ha⁻¹ of germinable seeds), 2017. (marker black square with an area of 2 cm²).

Progressively to the upper zone, transitional leaf morphotypes with different asymmetrical number of leaf parts of the distinct dissected leaf blade appear. These leaves show signs of fluctuating asymmetry with less development of the left side of the
leaf by the field of view. Leaves of the upper tier, which are mainly adjacent to the generative part of plants, both behind the main flower stalk and lateral reproductive branches, have the most diverse morphological structure, which consistently passes from the dissected 1–4 lobular leaf blades to the already specified morphotypes: subulate, linear, wedge–shaped, sagittate, palmate, ovoid, etc. Similar, but less distinct, nature of formation of morphological parameters of the leaf is noted in other cruciferous crops of spring rape (Pecham, P.A. & Morgan et al., 1985; Chavarria et al., 2011; Cargnelutti Filho et al., 2015), winter rape (Jullien et al., 2009), white mustard (Khader & Bhargava, 1984; Kumar et al., 1997) and other cruciferous crops (Paul, 1980; Gupta, 2009; Weraduwage et al., 2015). As a result, morphological rows with certain regular changes of both morphological types and morphological parameters in length, width and perimeter of the leaf can be identified for oilseed radish plants (Fig. 2). Moreover, the character of dynamic increase of linear parameters of a leaf (Fig. 3) during the flowering phase differs in different technological variations of oilseed radish agrophytocenosis construction, distinguishing two types: stably descending, providing for a constant decrease in the linear size of a leaf and its area from leaves of the lower tier to leaves of the upper tier, and oscillating – with a gradual increase in the morphological parameters of a leaf to 3–5 leaves in a row and a subsequent constant decrease in the specified parameters for subsequent leaves in a row up to the uppermost ones. We marked the first type for technological variations of 2.0–4.0 million pcs. ha⁻¹ of germinable seeds, and the second type for all other variations under study. For the variation of 0.5–1.0 million pcs. ha⁻¹ of germinable seeds in the dynamic row for the first 2–6 leaves a relative constancy in morphological development with subsequent decrease towards the upper tier was noted. It should also be noted that the total number of leaves on the plant during the flowering phase differs significantly from 5–10 leaves in variations of 4.0 million pcs. ha⁻¹ of germinable seeds to 15–22 leaves in variations of 0.5 million pcs. ha⁻¹ of germinable seeds. However, for the indication of the number of leaves for the various technological variants under study, a significant scale of the indicator values was also noted. So, if for a variation of 4.0 million pcs. ha⁻¹ of germinable seeds it was within the range of 5–11 leaves during the period of estimations, then for a variation of 0.5 million pcs. ha⁻¹ of germinable seeds it was within the range of 11–19 and even up to 40–75 leaves. It should be noted that with a decrease in sowing rate and fertilizer growth, the number of leaves of the upper tier of the plant, which belong to its generative zone, increases intensively, and the majority of leaves, which determine the main course of the assimilation process, remains relatively stable and is within the limits from 5–8 to 10–17 leaves with a range of values up to 12–24 depending on the variation. This is clearly illustrated by Figs 1–4.

The specified features of the dynamic changes of the leaf blade area within the plant by their height gradation of placement are most noticeable in the period of the end of budding (BBCH 53–57) – the beginning of flowering (BBCH 61–62), since during this period it is possible to distinguish the entire typology of leaf morphological forms within the plant's upper tiers.

We researched the nature of these changes in the form of graphical interpretation with the description of the corresponding dependence on the basis of selection of the corresponding classical function. For our technological variations with averaging of values on the variety factor, year of research and technological variation, these dependencies are shown in Fig. 4.
Figure 3. Dynamic rows of leaves in the order of their placement on the plant from the base to the top during the flowering phase (BBCH 59–61) for different technological variations of agrophytocenosis construction for ‘Zhuravka’ variety (1 – 3.0 million pcs. ha\(^{-1}\) of germinable seeds (inter–row spacing of 15 cm); 2 – 2.0 million pcs. ha\(^{-1}\) of germinable seeds (inter-row spacing of 15 cm); 3 – 1.0 million pcs. ha\(^{-1}\) of germinable seeds (inter–row spacing of 15 cm); 4 – 1.0 million pcs. ha\(^{-1}\) of germinable seeds (inter–row spacing of 30 cm); 5 – 0.5 million pcs. ha\(^{-1}\) of germinable seeds (inter–row spacing of 30 cm), 2016.
Figure 4. The change model of leaf area and its morphological parameters for the average row of three oilseed radish varieties and 32 technological variations of their agrophytocenosis construction for the consolidated period between 2013–2018 during the phase of the end of budding – the beginning of flowering (BBCH 57–61).

The results of selection of the corresponding dependence of changes in both the area of the average model leaf of oilseed radish varieties and its morphological parameters with the use of CurveExpert Pro: 2.6.5 software package allowed describing its character with maximum approximation according to the Richards model (at $R^2$ 99.01–99.31). The Richards curve or generalized logistic is a widely used growth model that will fit a wide range of S-shaped growth curves. Among the closest in terms
of approximation $R^2$ to describe the regularities of the specified changes in leaf morphology we have considered the Weibull model (leaf area parameters (S) $R^2 = 0.98974$; $RMSE = 1.92674$, for the leaf length parameter (L) $R^2 = 0.990527$; $RMSE = 0.87914$, for the leaf width parameter (W) $R^2 = 0.98756$; $RMSE = 0.91257$) and the Rational Function model (corresponding parameters (S) $R^2 = 0.97956$; $RMSE = 2.2584$; L: $R^2 = 0.980421$; $RMSE = 1.17894$; W: $R^2 = 0.97456$; $RMSE = 1.21475$). Given that the Richards model belongs to the category of complex asymmetric models, formation of linear parameters of an oilseed radish leaf has certain regularities determined by us, but it also has certain cautions and features. Particularly, the general regularities in the budding–flowering period include the evident persistence of the reduction of leaf length and width in the height gradient. Moreover, 1–5 leaves should be attributed to morphological forms with the largest linear sizes and area located in the lower and main middle tier of the stem, 6–11 leaves to transitional forms of the middle and upper tier, and the rest to morphological forms of the upper (generative) tier. The plateau presence in 3–4 initial points indicates a certain oscillatory nature of leaf size formation from the rosette phase to the flowering phase noted by us, in particular the formation of intermediate leaves by the order of their appearance from the seedling phase to the rosette phase with a gradual increase of linear parameters of the following leaves by the order of their formation on the stem up to the phase of the beginning of budding and, accordingly, a constant decrease in leaf size by the order of their formation from the phase of the end of budding to the phase of the end of flowering.

Similar observations on the search for regularities in the formation of shape and size of the leaf within the plant by the height gradient of the stem have been made in application to higher plants during the 80s–90s of the last century (Meinhardt & Gierer, 1974; Green & Poething, 1982; Cote et al., 1992; Gould et al., 1992; LAWG 1999) and in modern times (Pugnaire et al., 2007; Shi et al., 2018). Nevertheless, the real actions, except for the general approaches to plant modeling on the basis of botanical specification of plant parts (Lintermann & Deussen, 1999; Prusinkiewicz, 2004) have not been made. In this context, our researches in some aspects allow us to re-evaluate the peculiarities of formation of individual parameters of the assimilation surface of plants from the cruciferous family.

Also important is the assessment of both the variability in leaf morphology and the influence of major technological approaches on its value, the results of which are presented in Table 3. On the one hand, the data provided indicate both the high degree of variability in the morphological parameters of the leaves and the corresponding changes in the application of different combinations of sowing rate, row-width spacing and fertilization. In terms of the spread of values, the overall variability of the forms and area of the leaf has a strong tendency to increase both within the range of row and wide-row sowing method with a decrease in sowing rate. The application of the growing fertilization rates enhances both the overall size of the leaves and their area, and provides for an intensive increase in the variability of leaf morphotypes, widening the differentiation of the leaf row to the extreme morphological gradations between large and small leaves and an overall widening of the spread of values. In addition, we noted that this dynamics is more typical for the leaf length than its width. Thus, from this perspective the elongation of the oilseed radish leaf blade is more sensitive to the coenotic tension in agrophytocenosis than width changes.
Table 3. Summary morphological individual parameters of oilseed radish leaf at the flowering
phase (ВВСН 59–61) depending on the technological variation of agrophytocenosis construction,
2013–2018
Average for 3 varieties (Zhuravka, Raiduha and Lybid)
Range of
S,
W,
cm2
cm
S, cm2
W, cm
L, cm

L,
cm

0.38–31.54
0.31–40.82
0.27–46.24
0.22–42.29
0.53–44.94
0.48–60.37
0.46–70.61
0.35–68.92
0.59–48.11
0.63–98.04
0.36–105.91
0.28–99.69
0.72–82.89
0.92–92.14
1.34–166.22
1.28–174.82
0.63–88.71
1.19–109.74
1.68–141.87
1.44–126.81
0.72–106.84
3.14–193.85
2.02–191.1
1.54–172.63
1.13–101.33
0.96–294.84
4.52–310.48
4.18–339.47
3.87–277.64
2.67–286.91
3.02–359.57
2.84–396.80

0.29–7.15
0.37–7.63
0.31–7.89
0.28–6.71
0.43–8.25
0.43–8.48
0.43–9.25
0.35–8.69
0.51–6.85
0.49–18.54
0.34–19.44
0.27–18.72
0.70–12.77
0.67–16.83
0.67–18.86
0.55–19.48
0.42–11.52
0.96–14.82
1.28–16.29
1.19–15.12
0.50–10.70
1.65–16.45
1.03–30.34
1.02–27.28
0.63–9.97
0.65–26.39
1.46–27.05
1.28–28.57
1.63–24.02
1.47–26.97
1.64–30.62
1.55–33.61

1.41–15.14
1.58–16.29
1.45–17.91
1.24–16.18
1.75–16.50
1.52–19.19
1.49–21.21
1.18–20.69
1.49–14.66
1.71–25.53
1.63–26.85
1.36–25.69
1.69–20.57
1.74–21.17
1.99–29.12
1.51–32.87
1.47–16.56
1.84–17.68
1.67–19.12
1.48–18.20
2.53–29.43
3.72–29.68
2.39–33.13
1.89–27.44
2.13–23.56
2.26–31.92
3.94–31.80
2.73–32.82
3.74–29.96
2.68–31.51
2.96–34.33
2.75–36.27

3.46
3.87
4.06
4.04
4.45
4.8
5.08
4.94
3.95
5.16
5.25
5.89
4.19
5.63
5.95
6.74
4.3
5.4
5.86
5.93
4.87
5.94
6.34
6.98
5.35
5.99
6.71
7.6
6.19
8.24
8.31
9.16

8.6
8.95
9.44
9.32
9.59
10.49
10.88
9.86
8.51
11.3
10.55
11.25
9.05
12.01
12.44
12.97
9.02
9.89
10.4
10.52
10.38
12.09
13.29
13.72
11.2
12.08
12.2
13.43
12.59
16.08
16.48
17.87

For average values

S

W

L

S

W

L

LSD05 factor А
LSD05 factor В
LSD05 factor С
LSD05 factor D
LSD05 interaction АВ
LSD05 interaction АС
LSD05 interaction AD
LSD05 interaction ВС
LSD05 interaction BD
LSD05 interaction СD
LSD05 interaction АВС
LSD05 interaction ABD
LSD05 interaction ACD
LSD05 interaction ВCD
LSD05 interaction АВCD

0.21
0.12
0.17
0.17
0.30
0.42
0.42
0.24
0.24
0.34
0.60
0.60
0.85
0.49
1.20

0.05
0.03
0.04
0.04
0.07
0.10
0.10
0.06
0.06
0.08
0.14
0.14
0.20
0.12
0.29

0.09
0.05
0.08
0.08
0.13
0.19
0.19
0.11
0.11
0.15
0.27
0.27
0.38
0.22
0.54

19.77
30.80
28.60
9.82
1.45
1.33
0.48
4.99
1.32
1.01
0.22
0.06
0.06
0.08
0.01

15.91
24.42
28.18
22.46
0.26
0.36
0.20
4.00
0.87
2.76
0.11
0.01
0.07
0.35
0.02

21.64
15.36
32.78
17.38
0.23
0.46
0.15
7.32
0.60
3.19
0.15
0.01
0.08
0.64
0.02

Fertilizer
(D)

Sowing rate (million
pcs.ha of germinable
seeds) (C), sowing
method (B)
4.0, row
1**
2
3
4
3.0, row
1
2
3
4
2.0, row
1
2
3
4
1.0, row
1
2
3
4
2.0, wide-row
1
2
3
4
1.5, wide-row
1
2
3
4
1.0, wide-row
1
2
3
4
0.5, wide-row
1
2
3
4

*

16.27
18.82
19.64
19.44
18.88
23.40
24.88
23.11
19.39
23.95
29.41
31.12
24.87
34.69
37.37
40.53
21.59
28.74
33.54
33.75
27.58
33.45
42.39
45.84
40.19
49.27
57.36
64.44
51.12
64.6
70.68
79.22
Impact
share
А
B
C
D
AB
AC
AD
BC
BD
CD
ABC
ABD
ACD
BCD
ABCD

– oscillation coefficient by Gumbel (1947);
– 1 – without Fertilizer, 2 – N30P30K30?, 3 – N60P60K60, 4 – N90P90K90.

**

2228

VR*
S

W

L

1.92
2.15
2.34
2.16
2.35
2.56
2.82
2.97
2.45
4.07
3.59
3.19
3.30
2.63
4.41
4.28
4.08
3.78
4.18
3.71
3.85
5.70
4.46
3.73
2.49
5.96
5.33
5.20
5.36
4.40
5.04
4.97

1.98
1.88
1.87
1.59
1.76
1.68
1.74
1.69
1.61
3.50
3.64
3.13
2.88
2.87
3.06
2.81
2.58
2.57
2.56
2.35
2.09
2.49
4.62
3.76
1.75
4.30
3.81
3.59
3.62
3.09
3.49
3.50

1.60
1.64
1.74
1.60
1.54
1.68
1.81
1.98
1.55
2.11
2.39
2.16
2.09
1.62
2.18
2.42
1.67
1.60
1.68
1.59
2.59
2.15
2.31
1.86
1.91
2.46
2.28
2.24
2.08
1.79
1.90
1.88


This effect is more noticeable in the variations of row sowing than in wide-row sowing, and corresponds to the general typology of reaction of plants with relatively tolerant type to clotting (Rabotnov, 1978). The high variability of the leaf morphological parameters also confirms the value of the oscillation coefficient (VR). The proximity of the values of this indicator for all the studied parameters S, L, and W indicates the possibility of a non-destructive method of determining the leaf area by the corresponding ratio of its length and width. On the other hand, its constant growth in comparison with non-fertilized and fertilized variations indicates that the application of additional fertilizer contributes to the expansion of the spread of variation and the corresponding range of leaf parameters within the plant. At the same time, the maximum variation of the leaf morphological features is maximum in the variants of 0.5 million pcs. ha⁻¹ of germinable seeds. For this variation, the average VR for certain leaf parameters was 3.43 with the same indicator in the variation 4.0 million pcs. ha⁻¹ of germinable seeds 1.87.

![Figure 5. Scanned assimilation surface of 6 typical oilseed radish plants of ‘Lybid’ variety in the flowering phase with a sowing rate of 3.0 million pcs. ha⁻¹ a of germinable seeds in the ground with the application of N₆₀P₆₀K₆₀ (position 1–6) and one typical plant with a sowing rate of 0.5 million pcs. ha⁻¹ of germinable seeds in the same fertilization ground (position 7) (marker black square with an area of 2 cm²), 2014.](image)

This is clearly confirmed by the data presented in Fig. 5, which shows a comparable comparison of the morphological row of leaves of the plant, namely for variations 4.0 and 0.5 pcs. ha⁻¹ of germinable seeds of the ‘Lybid’ variety in 2014, which was favorable.
for intensive growth processes. It should also be noted that wide-row sowing variations ensured much higher variability of leaf morphological features than ordinary row sowing: the average $V_R$ for row sowing was 2.40, meanwhile for wide-row sowing variations this value was 3.22. For different fertilizer options in comparison of non–fertilized ground and ground at application of 90 kg ha$^{-1}$ of the primary material – 2.46 and 2.85, respectively. The conducted 4-factor dispersion analysis of morphological features of oilseed radish leaf confirms the previously made summaries concerning the influence of technological parameters of oilseed radish agrophytocenosis construction on the size of its leaf (the share of corresponding B and C factors is from 15 to almost 33% with the maximum combined effect on the leaf area indicator).

The results of the dispersion analysis also showed the determinant role of hydrothermal conditions during the year (factor A) in the range from 15 to 22% with the highest level of impact on the formation of leaf length indicator (L). Graphically, this dependence (Fig. 6, position 4) has a complex power nature.

**Figure 6.** The reaction surface (projection (axis z)) of the formation of area depending on the sowing rate (stand density) of plants and fertilization in the index expression linear parameters of the leaf (width (W) and length (L)). The graphical dependence between the hydrothermal coefficient of the seedling–flowering period and the linear sizes of the leaf during the flowering period (position 4 (the relationship between the parameters: $z = -3.1375-0.7967x+3.5622y-1.5772x^2+1.0431xy-0.2929y^2$)) for the average value of varieties and years of study over the period 2013–2018.
Although, the growth of leaf length is associated with the growth of leaf width, but hydrothermal conditions during the period of leaf formation up to the flowering phase at their growth according to the hydrothermal coefficient (HTC) contribute to the overall growth of morphological parameters of the leaf with peak growth up to the HTC level of 1.6–1.8 with subsequent reduction of the overall length of the leaf blade at the HTC growth to the level of 1.8–2.6. The angular inclination of the reaction curve indicates the already determined advance effect of elongation of the leaf in comparison with the increase in its width. The determined features point to the fact that the increase in the intensity of growth processes due to excessive hydrothermal resources leads to intensive disproportional growth in above-ground biomass, including intensive leaf-making. The general shading and the increase of the coenotic tension contribute to the reduction of the average values for the plant of leaf morphological indicators and provide, as an option, the formation of a larger number of leaves with their significantly smaller average area. This distinguishes the average HTC level of 1.7 as the threshold for oilseed radish varieties from the perspective of combination of optimal growth rates and formation rates of individual leaf parameters. The results obtained correspond to the biological components of cruciferous crops growth processes and their reaction to stress factors (Paul, 1980; Nanda et al., 1995; Kumar et al., 1997; Kirkegaard et al., 2012), particularly positive reaction to the improvement of hydrothermal conditions in combination with sufficient humidity and moderate temperatures, guarantees the growth of HTC to 1.2–1.5.

The conclusions about the formation of average linear sizes of the leaf and its area depending on the range of applied technological solutions for growing oilseed radish varieties are also confirmed by the results of cluster analysis (Vard method) (Fig. 7), the index of Euclidean distances the system

![Figure 7](image-url)

**Figure 7.** Cluster dendrograms of formation of the leaf average individual area and leaf linear sizes at various technological variations of the oil radish agrophytocenosis construction at the flowering phase (BBCH 59-61) on the average by the fertilizer options, 2013–2018.
of row sowing according to which by and wide-row sowing have significant differences in the size of morphological features of the leaf on the plant, starting with the sowing rate of 1.5 million pcs. ha⁻¹ of germinable seeds due to the classification of the variation of 2.0 million pcs. ha⁻¹ of germinable seeds at wide-row sowing to one cluster group with row sowing variations. The morphological parameters of the leaf are significantly higher in the variation of 0.5 million pcs. ha⁻¹ of germinable seeds. Close in terms of formation of both length and width of the leaf were variations of 4.0 and 3.0 million pcs. ha⁻¹ of germinable seeds with row sowing and 1.0 and 1.5 million pcs. ha⁻¹ of germinable seeds with wide row sowing. Generally speaking, in terms of the association distances indicator, as it has been noted, the variability range of the leaf width within the oilseed radish plant is significantly less variable than its length in terms of the ratio of the specified distances as 1:2 in favor of the leaf width indicator (W).

Thus, the analysis and the intermediate generalizations that have been done confirm that it is possible to determine the leaf area using a non-destructive method of calculating it by selecting the appropriate functional connection between the initial parameters S, L and W. Possibility of such methodical approach is caused by the established features of uniformity of value formation of both width, and length of a leaf at various technological variations and certain proximity of determining factors in system of conditions year–variety–sowing method–sowing rate–fertilizer.

This is also confirmed by the conducted correlation analysis for the totality of the examined leaves between the formation of its main morphological features, their combinations and the leaf area (Table 4, Fig 8).

**Table 4.** Correlation coefficients between the area (S), length (L) and width (W) of individual leaves of oilseed radish and some its combination (in the cumulative total of accounted plant leaves for all varieties, technological variations and years of research)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>S, cm²</th>
<th>L, cm</th>
<th>W, cm</th>
<th>L+W, cm</th>
<th>W², cm²</th>
<th>L², cm²</th>
<th>L²+W², m²</th>
<th>L W, cm²</th>
</tr>
</thead>
<tbody>
<tr>
<td>S, cm²</td>
<td>1.000</td>
<td>0.880</td>
<td>0.885</td>
<td>0.903</td>
<td>0.914</td>
<td>0.809</td>
<td>0.926</td>
<td>0.928</td>
</tr>
<tr>
<td>L, cm</td>
<td>0.880</td>
<td>1.000</td>
<td>0.896</td>
<td>0.989</td>
<td>0.952</td>
<td>0.729</td>
<td>0.937</td>
<td>0.894</td>
</tr>
<tr>
<td>W, cm</td>
<td>0.885</td>
<td>0.896</td>
<td>1.000</td>
<td>0.953</td>
<td>0.847</td>
<td>0.885</td>
<td>0.892</td>
<td>0.927</td>
</tr>
<tr>
<td>L+W, cm</td>
<td>0.903</td>
<td>0.989</td>
<td>0.953</td>
<td>1.000</td>
<td>0.939</td>
<td>0.799</td>
<td>0.944</td>
<td>0.927</td>
</tr>
<tr>
<td>W², cm²</td>
<td>0.914</td>
<td>0.952</td>
<td>0.847</td>
<td>0.939</td>
<td>1.000</td>
<td>0.782</td>
<td>0.988</td>
<td>0.943</td>
</tr>
<tr>
<td>L², cm²</td>
<td>0.809</td>
<td>0.729</td>
<td>0.885</td>
<td>0.799</td>
<td>0.782</td>
<td>1.000</td>
<td>0.868</td>
<td>0.939</td>
</tr>
<tr>
<td>L²+W², cm²</td>
<td>0.926</td>
<td>0.937</td>
<td>0.892</td>
<td>0.944</td>
<td>0.988</td>
<td>0.868</td>
<td>1.000</td>
<td>0.981</td>
</tr>
<tr>
<td>L W, cm²</td>
<td>0.926</td>
<td>0.937</td>
<td>0.892</td>
<td>0.944</td>
<td>0.988</td>
<td>0.868</td>
<td>1.000</td>
<td>0.981</td>
</tr>
</tbody>
</table>

* – all correlations are significant at the level p < 0.001.

The provided data show that there is a direct close relation between the leaf area and its linear parameters. At the same time, the closeness of relation with the parameter of its width is higher by 4.4%.

This confirms our conclusions on different rates of linear and latitudinal increase of the oilseed radish leaf blade and the significantly higher reaction of the leaf length parameter on changing the agrophytocenosis density against the background of increasing fertilizer rates. Due to this difference, the reaction plane between the length, width of the leaf and the hydrothermal coefficient has an angular inclination with respect
to the Z axis (see Fig. 6, position 4). Thus, the established closeness of the relation enabled us to search for an appropriate regression equation of the relation between the leaf area and the variants of attracting to the equation its length (L) and width (W), or their respective combinations (Table 5). The results obtained on 29 models of different combinations of leaf parameters in the consolidated totality proved the complexity of dependencies between the leaf area and its basic dimensions.

In comparison with similar researches on rapeseed (Chavarria et al., 2011; Cargnelutti Filho et al., 2015; Tartaglia et al., 2016) and radish (Salerno et al., 2005; Aminifard et al., 2019), where models of correlation of leaf area with its morphological parameters were determined, which provide the level of approximation \((R^2)\) 0.972–0.984 with the \(RMSE\) value 6.19–11.28, in our case, the approximation level of the examined models in the maximum value was 0.9106 (model 26) with a spread of \(RMSE\) values 9.75–21.19.

**Figure 8.** Correlation matrix of dependencies between leaf area \((S, \text{cm}^2)\) its length \((L, \text{cm})\) and width \((W, \text{cm})\) for oil radish varieties in the totality of data for the period between 2013 and 2018 (matrix diagonal from left to right; 1 – \(S\) (cm\(^2\)); 2 – \(L\) (cm); 3 – \(W\) (cm); 4 – \(L+W\) (cm); 5 – \(W^2\) (cm\(^2\)); 6 – \(L^2\) (cm\(^2\)); 7 – \((L+W)^2\) (cm\(^2\)); 8 – \(LW\) (cm\(^2\))).
Table 5. Regression models for the estimation of canola leaf area (S, cm²) with the respective coefficients of determination (R²) of their generation and the Akaike information criterion (AIC), root–mean–square error (RMSE), Willmott’s index (Willmott et al., 1985 and 2012) of agreement (d) and BIAS index of their test, as a function of length (L), width (W) and the product of length versus width (L·W) (in the cumulative total of accounted plant leaves for all varieties, technological variations for the period between 2013 and 2018)

<table>
<thead>
<tr>
<th>Model no.</th>
<th>Form of model tested</th>
<th>Fitted coefficients and constant</th>
<th>R²</th>
<th>Test of the models</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S = a + bL</td>
<td>a= -17.9815 b= 5.0238</td>
<td>0.7751</td>
<td>AIC=41268.9, RMSE=15.45, d=0.885, BIAS= -0.0005</td>
</tr>
<tr>
<td>2</td>
<td>S = a + bW</td>
<td>a=-20.0172 b= 10.1400</td>
<td>0.7835</td>
<td>AIC=41335.7, RMSE=15.16, d=0.888, BIAS= 0.0001</td>
</tr>
<tr>
<td>3</td>
<td>S = a + b LW</td>
<td>a= 3.1566 b= 0.4090</td>
<td>0.8605</td>
<td>AIC=41913.2, RMSE=12.17, d=0.927, BIAS= -0.0099</td>
</tr>
<tr>
<td>4</td>
<td>S = a + b(L + W)</td>
<td>a=-20.7099 b= 3.5219</td>
<td>0.8156</td>
<td>AIC=41583.5, RMSE=13.99, d=0.908, BIAS= 0.0014</td>
</tr>
<tr>
<td>5</td>
<td>S = a + b(L² + W²)</td>
<td>a=2.9473 b= 0.1623</td>
<td>0.8579</td>
<td>AIC=41892.6, RMSE=12.28, d=0.928, BIAS= -0.0061</td>
</tr>
<tr>
<td>6</td>
<td>S = a + bL²</td>
<td>a=3.3383 b= 0.2012</td>
<td>0.8353</td>
<td>AIC=41728.6, RMSE=13.22, d=0.915, BIAS= 0.0202</td>
</tr>
<tr>
<td>7</td>
<td>S = a + bW²</td>
<td>a=8.3645 b= 0.5772</td>
<td>0.6539</td>
<td>AIC=40222.9, RMSE=19.17, d=0.773, BIAS= 0.0013</td>
</tr>
<tr>
<td>8</td>
<td>S = a + bL + cL²</td>
<td>a=0.9069 b= 0.5280 c=0.1819</td>
<td>0.8374</td>
<td>AIC=41744.2, RMSE=13.18, d=0.916, BIAS= -0.0189</td>
</tr>
<tr>
<td>9</td>
<td>S = a + bW + cW²</td>
<td>a=-17.1133 b= 8.9509 c=0.0835</td>
<td>0.7865</td>
<td>AIC=41358.6, RMSE=15.05, d=0.889, BIAS= -0.0042</td>
</tr>
<tr>
<td>10</td>
<td>S = a + bLW + c(LW)²</td>
<td>a=-0.9993 b= 0.5428 c=-0.0003</td>
<td>0.9018</td>
<td>AIC=42201.5, RMSE=10.25, d=0.953, BIAS= 0.8305</td>
</tr>
<tr>
<td>11</td>
<td>S = a + b (L + W) + c(L + W)²</td>
<td>a=-3.6447 b= 0.9003 c=0.0700</td>
<td>0.8737</td>
<td>AIC=42006.8, RMSE=11.58, d=0.937, BIAS= -0.0337</td>
</tr>
<tr>
<td>12</td>
<td>S = aL²</td>
<td>a=0.3712 b= 1.8147</td>
<td>0.8349</td>
<td>AIC=41726.0, RMSE=13.24, d=0.917, BIAS= -2.6743</td>
</tr>
<tr>
<td>13</td>
<td>S = aW²</td>
<td>a=2.7911 b= 1.4442</td>
<td>0.7760</td>
<td>AIC=41276.1, RMSE=15.42, d=0.867, BIAS= 9.2928</td>
</tr>
<tr>
<td>14</td>
<td>S = a(LW)²</td>
<td>a=0.9075 b= 0.8623</td>
<td>0.8773</td>
<td>AIC=42032.2, RMSE=11.41, d=0.937, BIAS= 3.5065</td>
</tr>
<tr>
<td>15</td>
<td>S = a(L + W)²</td>
<td>a=0.2078 b= 1.7745</td>
<td>0.8751</td>
<td>AIC=42017.1, RMSE=11.51, d=0.937, BIAS= 1.3669</td>
</tr>
<tr>
<td>16</td>
<td>S = a(W²)³</td>
<td>a=2.7897 b= 0.7220</td>
<td>0.7729</td>
<td>AIC=41255.5, RMSE=15.52, d=0.865, BIAS= 9.1994</td>
</tr>
<tr>
<td>17</td>
<td>S = a(L²)³</td>
<td>a=0.3687 b= 0.9084</td>
<td>0.8334</td>
<td>AIC=41718.6, RMSE=13.29, d=0.917, BIAS= -2.7293</td>
</tr>
<tr>
<td>18</td>
<td>S = a(L² + W²)³</td>
<td>a=0.3211 b= 0.8990</td>
<td>0.8609</td>
<td>AIC=41916.2, RMSE=12.15, d=0.930, BIAS= -0.3281</td>
</tr>
<tr>
<td>19</td>
<td>S = a + bL + cW</td>
<td>a=-21.3902 b= 2.5252 c=5.5975</td>
<td>0.8222</td>
<td>AIC=41633.2, RMSE=13.74, d=0.912, BIAS= 0.0001</td>
</tr>
<tr>
<td>20</td>
<td>S = a + bL² + cW²</td>
<td>a=2.9555 b= 0.1724 c=0.1596</td>
<td>0.8580</td>
<td>AIC=41895.1, RMSE=12.41, d=0.930, BIAS= 4.0421</td>
</tr>
<tr>
<td>21</td>
<td>S = a + bL + c(LW)</td>
<td>a=-3.8599 b= 1.4526 c=0.3087</td>
<td>0.8735</td>
<td>AIC=42005.4, RMSE=11.59, d=0.937, BIAS= 0.0034</td>
</tr>
<tr>
<td>22</td>
<td>S = a + bW + c(LW)</td>
<td>a=-2.0309 b= 2.0582 c=0.3356</td>
<td>0.8650</td>
<td>AIC=41945.5, RMSE=11.97, d=0.931, BIAS= 0.0008</td>
</tr>
<tr>
<td>23</td>
<td>S = a + bL + c(L + W)</td>
<td>a=-21.3902 b= -3.0722 c=5.5975</td>
<td>0.8222</td>
<td>AIC=41633.2, RMSE=13.74, d=0.912, BIAS= 0.0036</td>
</tr>
<tr>
<td>24</td>
<td>S = a + bW + c(L + W)</td>
<td>a=-21.3902 b= -3.0722 c=5.5975</td>
<td>0.8222</td>
<td>AIC=41633.2, RMSE=21.19, d=0.852, BIAS= 51.5648</td>
</tr>
<tr>
<td>25</td>
<td>S = a + bL + cW² + dL² + eW²</td>
<td>a=-2.1694 b= -4.2264 c=5.5975 d=4.0421</td>
<td>0.8959</td>
<td>AIC=42165.5, RMSE=10.52, d=0.948, BIAS= 0.0214</td>
</tr>
<tr>
<td>26</td>
<td>S = a + bL + c(L) + dL² + e(L)²</td>
<td>a=7.9316 b= -2.3613 c=0.6897 d=0.0458 e=0.0005</td>
<td>0.9106</td>
<td>AIC=42265.1, RMSE=9.75, d=0.956, BIAS= -0.1523</td>
</tr>
<tr>
<td>27</td>
<td>S = a + bW + c(LW) + dW² + e(LW)²</td>
<td>a=-1.2284 b= 0.5111 c=0.5902 d=0.2003 e=0.0002</td>
<td>0.9048</td>
<td>AIC=42226.1, RMSE=10.07, d=0.954, BIAS= 0.0443</td>
</tr>
<tr>
<td>28</td>
<td>S = a + bL + c(L + W) + dL² + e(L + W)²</td>
<td>a=-2.1388 b= -11.4602 c=8.0457 d=0.2831 e=-0.0400</td>
<td>0.8911</td>
<td>AIC=42132.3, RMSE=10.85, d=0.945, BIAS= 0.0501</td>
</tr>
<tr>
<td>29</td>
<td>S = a + bW + c(L + W) + dW² + e(L + W)²</td>
<td>a=-0.6683 b= 13.1036 c=4.2612 d=-0.6174 e=0.1666</td>
<td>0.9073</td>
<td>AIC=42242.8, RMSE=10.04, d=0.953, BIAS= 0.0285</td>
</tr>
</tbody>
</table>
According to the criteria of correlation of the model evaluation parameters, four models have been distinguished, which ensure the combination of the above criteria with the possibility of meeting the requirements of the regression model between the defined and calculated value of the individual leaf area (Fig. 9).

Figure 9. The dependence between the individual area of the oilseed radish leaf defined using appropriate mathematical models that include the appropriate morphological parameters of the leaf and the same area defined by scanning the entire leaf. The solid line represents the linear regression line; the line represents the 1:1 relationship.

Assessing the accuracy of the prediction in the system of non-destructive determination of individual leaf area, we can distinguish the model 26 with the highest level of approximation ($R^2$), the $d$ criterion and the lowest $RMSE$ value. Although there are general cautions concerning the application of this model and similar to it among 29 analyzed oilseed radish plants. Particularly, the high variability of the leaf area within the plant and the complexity of its morphotypes, defined by us in the first part of the paper, caused certain difficulty in observing the regular correlations between the length (L) and width (W) of an oilseed radish leaf. As a result, direct dependencies of both non-power and direct power linear nature do not provide sufficient level of regression ratio significance. The effectiveness of predictive models based on a combination of power and linear dependencies is higher, especially when using the leaf length criterion (L) in equations. Thus, the L criterion is parametrically more informative for determining the
area of an oilseed radish leaf ($R^2$ level was 0.823 on average for models using the L criterion and 0.755 for using the leaf width criterion (W)), than the width criterion (W), which is consistent with the results of researches Chavarria et al. (2011) on the use of leaf length in the variations of determining the leaf area by indirect methods of its measurement. Relatively high values of the BIAS criterion for models with the highest level of approximation $R^2$ indicate, according to the properties of this indicator (Leite et al., 2002), an increase in the regression dependence bias for leaves with an intensively developed leaf blade of large sizes, which, as we have already noted, may have the nature of a mutual overlap of the divided lobes, and often a complex corrugated surface (see Fig. 5, position 7). As a result, the overall variability predetermines the expansion of the deviation from the desired regression dependence for leaves with an area of more than 150 cm². Thus, regression dependence nature for prognostic and actual leaf area value has a sectoral nature with an extension from the minimum point of regression values to the maximum point, which attributes the dependence model to a multi–component in which linear and power variations can be combined (Sheskin, 2007). This nature is confirmed by the value of the AICS indicator, which according to the obtained parameters of values attributes morphological parameters of oilseed radish leaves within the plant to the highly variable ones (Motulsky & Christopoulos, 2003; Floriano et al., 2006). The nature of morphological misbalance between L and W parameters also confirms the nature of approximation of a certain model of oilseed radish leaf formation according to a height gradient (see Fig. 4), where approximation expression of the leaf area is lower than its linear parameters, that, according to the determination of the area of geometrical parts of plants (Klingenberg, 2015), attributes oilseed radish leaf to the body of complex morphologic configuration (Efroni et al., 2010).

CONCLUSIONS

1. The leaves of oilseed radish differ both in morphological features, and in the regularities of formation within the plant from other representatives of the cruciferous family, with the possibility of distinguishing a number of its morphotypes typical for three tiers of plants, of which the most variable is the upper tier, which forms their pre–generative and generative part.

2. The analysis of a variation range of leaf morphotypes allowed us to distinguish a longline type in the nature of leaf formation by a height gradient of oilseed radish plants, respectively, of the lower, middle and upper tier with maximum expressions of such nature of leaf formation at the phase of the beginning of flowering.

3. The peculiarities of leaf placement along the high gradient from the lower tier to the upper one are described by the Richards model with the approximation value ($R^2$) 99.01 (at $RMSE$ 1,605) for leaf area, 99.19 (at $RMSE$ 1.605) for leaf length (L) and 99.31 (at $RMSE$ 0.70122) for leaf width (W).

4. It has been determined that the reduction of the feeding area of one plant with fertilization increase under favorable hydrothermal conditions in the period of seedling and beginning of flowering with the threshold optimal HTC for this period of 1.7 ensures the growth of both the variation of morphological parameters of the leaf and its average sizes in all linear parameters with the impact on the formation of the annual conditions 15.91–21.64%, sowing rate 28.18–32.78%, fertilization rate 9.82–17.38%.
5. The cluster analysis, including leaf morphology indicators for the examined technological groups of options for oilseed radish agrophytocenosis construction, determined a smaller scale interval of leaf width variability in comparison with its length in relation to the Euclidean distances as 1:2 in favor of leaf width indicator (W).

6. The individual area of the oilseed radish leaves can be determined without their selection, by measuring their length and width using the S model = 7.9316 - 2.3613L + 0.6897 (LW) + 0.0458L^2 - 0.0005 (LW)^2 (under the following test parameters of the model: $R^2$ 0.9106; RMSE 9.75; d 0.956; BIAS 0.1523).

7. Further researches on the non–destructive way of determining the individual area of oilseed radish leaf should focus on approaches to exploring models for area determination for its different morphotypes, considering the tier of their placement along a height gradient on the stem.
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Abstract. The research was carried out in 2017–2019 in the conditions of the Right-Bank Forest Steppe of Ukraine. The results of study, the effect of spraying by certain amino acids; salicylic (300 ppm), gibberellin (150 ppm) and ascorbic acids (200 ppm) on garlic (*Allium sativum* L.) plants are presented in the article. It was found that amino acid solutions improves the antioxidant state: the activities of SOD, CAT, POD, GR, GST in treated leaves tended to increase, the activity of SOD was higher than the control of 7.5–15.0%; CAT (27.4–45.9%); POD (7.0–83.0%); GR (5.4–49.9%); and GST (14.8–41.3%). It was noted that the content of chlorophyll a+b in the leaves significantly increased (2.6–10.8%). The use of amino acids increased the accumulation of dry matter by 1.4–4.0%. The yield increase was 1.14–2.27 t ha⁻¹ (7.7–15.3% compared to control). The content of B vitamins in the garlic cloves was greatly influenced by gibberellic acid, where increasing the amount of B vitamins reached to 21.9% relative to control. The use of salicylic and ascorbic acids increased the amount of B vitamins by 7.6 and 8.2%, respectively. The most significant increasing of C vitamin content was observed by spraying of plants with ascorbic acid (+12.5%), whereas by spraying with salicylic and gibberellic acids its content increased by 6.0 and 7.5%, respectively. In the future, the data obtained can be used to reduce the impact of abiotic factors on the physiological state and productivity of garlic plants. Also, the obtained data will serve as a theoretical basis for producers in view of the purposes for which the products are grown (for sale in fresh form, processing or storage).

Key words: *Allium sativum* L., antioxidant enzyme activity, bulb, chlorophyll, vitamins, yield.

INTRODUCTION

One of the important goals of modern agriculture is to get foods that are high in vitamins. The productivity of plants depends on the environmental conditions. Water scarcity is a major limiting factor in crop production under the continental climate and
therefore, there is a constant problem of increasing the drought resistance of vegetables. One possibility to improve the drought resistance of cultivated crops is amino acids, which have a direct or indirect effect on physiological processes. In addition, amino acids are well known as biostimulants that have a positive effect on plant growth, yield and they significantly reduce plant stress caused by abiotic factors (El-Shabasi et al., 2005; Kowalczyk & Zielony, 2008; Abd El-Aal et al., 2010).

Drought is one type of oxidative stress that, at the cellular level, enhances the generation of active oxygen species (AOS), such as superoxide radicals (O$_2^-$), hydrogen peroxide (H$_2$O$_2$) and hydroxyl radicals (OH). Plants have developed different enzymatic and non-enzymatic scavenging mechanisms to control the level of AOS. Superoxide radicals can be converted to hydrogen peroxide enzymatically by superoxide dismutases (SOD). Cellular hydrogen peroxide is removed by catalase (CAT) enzymes and other enzymatic defence systems e.g. ascorbate peroxidase (APX) and other peroxidases. The level of antioxidants and the activities of antioxidant enzymes such as H$_2$O$_2$ related SOD, CAT, APX, guaiacol peroxidase (POD), and glutathione related enzymes (glutathione reductase, GR and glutathione S-transferase, GST) are generally increased in plants under stress conditions and in several cases their activities correlate well with enhanced tolerance (Prasad et al., 1994; Foyer et al., 1997).

Salicylic acid is a natural plant hormone and participates in plant responses to various biotic and abiotic factors (Shama et al., 2016). It plays a vital role in plant growth, ion uptake transport, and photosynthesis (Kazemi, 2013) as well as Salicylic acid has a diverse regulatory role in plant metabolism.

Salicylic acid an organic signal molecule has been reported to play a key part in regulating many physiological processes in plants. Its external application has encouraged plant productivity under biotic and abiotic stress conditions (Senaratna et al., 2000). Foliar spray of salicylic acid has been shown to increase vegetative growth, yield and bulb quality of garlic (Bardisi, 2004a and 2004b), Amin et al. (2007) on onion, El-Zohiri (2009) on globe artichoke and Bideshki et al. (2013), Khadr (2015) on garlic, Pradhan et al. (2016) and Prajapati et al. (2016) on onion, Shama et al. (2016) and Meena et al. (2017) on garlic.

The foliar application of salicylic acid promoted growth and development of plants. In this regard (Li et al., 2000), salicylic acid has been found to play an important role in bulb formation. Khadr (2015) specified that spraying of garlic plants by salicylic acid gave the highest indices of plant height, total crude and dry weights, and leaf area. In addition, the highest yields were achieved, and the total content of chlorophyll (a+b) increased.

Gibberellic acid (GA$_3$) plays an important role in the formation of garlic bulbs (Rahim, 1988 and Rahim & Forhad, 1988). Foliar spraying by gibberellic acid stimulates the formation of more cloves in the bulb. Gibberellic acid improves the growth and development of chloroplasts and enhances the efficiency of photosynthesis, which in turn increases yields (Yuan & Xu, 2001). On the basis of experiment Kumar et al. (2014), it is concluded that, gibberellic acid had significant influence on growth, quality and yield of tomato, application of GA$_3$ showed an increased plant height, number of leaves, number of fruits, fruit weight, ascorbic acid and total soluble solids.
Ascorbic acid exerts a stimulating effect on plants, for example, its use has led to a significant increase in the growth parameters and overall yield of tomatoes in the cold season (Abdel-Halim, 1995). Similar results were found in other plants (Helal et al., 2005; El-Banna et al., 2006).

Ascorbic acid (AA) is an antioxidant molecule and a key substrate for the detoxification of reactive oxygen entities (Foyer & Noctor, 2011; Qian et al., 2014). Physiologically active form of AA is the resonance stabilized anionic form (formed due to deprotonation of the hydroxy group at C_3) which is termed as ascorbate.

Foliar application of ascorbic acid previously increased plant height, leaves number, dry weight of plant and total yield (El-Morsy et al., 2010) on garlic and (Gouda et al., 2015) on potato, and increased bulbing ratio as well as average bulb weight and diameter and clove weight (El-Morsy et al., 2010) on garlic.

Garlic is the second most common species of the Onion Family after onion. It has long been recognized around the world as a valuable condiment for food and a popular remedy for various ailments and physiological disorders. Garlic is also considered to be one of the most important medicinal plants that have broad nutritional properties. (Petropoulos et al., 2018).

In review of all the above, it follows that these amino acids have been studied separately or in certain combinations in different natural conditions, but their effect on the physiological state of plants, productivity and storage of garlic has not been studied and did not compare with each other. Therefore, the comparison of the effect of salicylic, gibberellin and ascorbic acids on plant growth and yield, oxidative state, total content of chlorophylls a+b in the leaves, B vitamins and C vitamin content in the bulb became the purpose of the study.

**MATERIAL AND METHODS**

The research of the influence of amino acids was carried out in 2017–2019 in the conditions of the Right-Bank Forest Steppe of Ukraine on the experimental field of the Department of Vegetable Growing of Uman National University of Horticulture in accordance with generally accepted methods (Bondarenko & Yakovenko, 2001; Ulianych et al., 2019; 2020). The soil of the experimental field is black, puddle, heavy loam with a well developed humus horizon (about 2.9% of humus) in the deep of 40–45 cm. Planting was carried out by the scheme of 45×6 cm at the end of the 5–10 of October.

The total area: for the experiment 400 m², for plot 100 m²; for sampling 10 m². The plots were arranged in a systematic order with a four replication. The location of the plots was systemic.

Plant spraying was carried out after 40 and 50th DAP. In the conditions of the Right-Bank Forest Steppe of Ukraine after 40 and 50th DAP there is an intensive growth of the vegetative mass of garlic plants and it is during this period that the last spring frosts - abiotic stress.

Single factor experiment consisted of foliar spraying salicylic acid (SA) - C_6H_4(OH)COOH (300 ppm) (Shama et al., 2016) gibberellic acid (GA_3) - C_19H_22O_6 (150 ppm) (Abd-Elkader, 2016), and ascorbic acids (AA) - C_6H_8O_6 (200 ppm) (Naz et al., 2016) as well as control treatment (foliar spraying with water).
This experiment included the following treatments:
1. Control (foliar spraying with water).
2. Salicylic acid (SA) at 300 ppm.
3. Gibberellic acid (GA₃) at 150 ppm
4. Ascorbic acid (AA) at 200 ppm.

During the investigation, parameters including length and width of leaf, leaf blade area and total leaf area per plant on the 60th day after planting (DAP) were determined, plant height and the number of leaves (per plant, pcs) were calculated by, and the leaf blade area was determined by a calculated (linear) method, using the parameters of length and width of the leaf by the formula:

\[ Sn = 0.67 \times ab \]  

(1)

where \( Sn \) – one leaf area, cm²; \( a \) – the largest leaf width, cm; \( b \) – leaf length, cm; 0.67 is the coefficient that reflects the configuration of the leaf.

We studied the effect of spraying plants by amino acids on enzymes activity, productivity of plants, pigments contents in leaf, vitamins B complex and vitamin C of garlic cloves, and storability.

**Plant material**
Garlic (*Allium sativum* L.) cv. Lyubasha.

**Assimilating pigments content** were determined by spectrophotometric method (Ermakova et al., 1987).

**Activity measurements of antioxidant enzymes**

Enzyme activities were determined, 10 days after spraying plants by organic acids solutions. A one g of plant tissue from control and treated plants was homogenized on ice in 4 mL extraction buffer (50mM phosphate buffer pH 7.0, containing 1mM EDTA, 1mM phenylmethylsulfonyl fluoride and 1% polyvinylpolypirrolidone). The homogenate was centrifuged for 25 min at 15,000×g and 4 °C. The supernatant was used for enzyme activity assays. The means ± SD were calculated from the data of at least 3 independent measurements. SOD activity was determined spectrophotometrically by measuring the ability of the enzyme to inhibit the photochemical reduction of nitro blue tetrazolium (NBT) in the presence of riboflavin in light (Dhindsa et al., 1981). One unit (U) of SOD was the amount that causes 50% inhibition of NBT reduction in light. The enzyme activity was expressed in terms of specific activity (U mg protein⁻¹). CAT activity was determined by the decomposition of \( \text{H}_2\text{O}_2 \) which, in turn, was measured by the decrease in absorbance at 240 nm (Upadhyaya et al., 1985). One U equals the amount of \( \text{H}_2\text{O}_2 \) (in \( \mu \)mol) decomposed in 1 min. PŌD activity was determined by monitoring the increase in absorbance at 470 nm during the oxidation of guaiacol (Upadhyaya et al., 1985). The amount of enzyme producing 1 \( \mu \)mol min⁻¹ of oxidized guaiacol was defined as 1 U. GR activity was determined by measuring the absorbance increment at 412 nm when 5.5 dithiobis(2–nitrobenzoic acid) (DTNB) was reduced by GSH, generated from glutathione disulfide (GSSG) (Smith et al., 1988). The specific activity was calculated as the amount of reduced DTNB, in \( \mu \)mol min⁻¹ protein mg, \( \varepsilon_{412} = 13.6 \text{mM cm}^{-1} \). GST activity was determined spectrophotometrically by using an artificial substrate, 1-chloro-2,4-dinitrobenzene (CDNB), according to Habig et al. (1974). One U is the amount of enzyme producing 1 \( \mu \)mol conjugated product in 1 min, \( \varepsilon_{340} = 9.6 \text{mM}^{-1} \text{cm}^{-1} \). The protein contents of the extracts were determined by the method of Bradford (1976).
Malondialdehyde (MDA) content

MDA content was calculated, taking into account optical density of the sample and its corresponding dilutions under the coefficient of micro molar absorption TBA $E = 155 \ \mu M \ cm^{-1}$ at the wave length 532 nm and was expressed in $\mu mol \ g^{-1}$ of raw substance. Intensity of oxidative stress was evaluated by the reaction of POL by the accumulation of a final product of peroxide oxidation of lipids malondialdehyde (MDA), by the reaction with thiobarbituric acid (TBA) at 532 nm on spectrophotometer LEKI SS1104 according to the technique (Rogozhin, 2006; Karpenko et al., 2019). The method is based on determining the amount of a coloured product at the wave length 532 nm, obtained as the result of interaction of 2 molecules of TBA with one molecule of MDA as one of the by–products of POL. For this purpose, a 1 g of leaves tissue was homogenized with 3 mL of 50% ethanol and centrifuged 10 min at 7,000 rpm. A 0.5 mL of 1% triton X-100 solution, 0.2 mL of 0.6 M HCl and 0.8 mL 0.06 M of TBA were added to the obtained 0.5 mL of supernatant and heated in the boiling water bath (100 °C) for 10 min and then cooled to 15 °C for 30 min and added 0.2 mL 5 mM solution of Trilon B and 5–10 mL of 96% ethanol. As a control served testtube in which all chemical reagents except TBA were added. MDA content was calculated, taking into account optical density of the sample and its corresponding dilutions under the coefficient of micro molar absorption TBA $E = 155 \ \mu M \ cm^{-1}$ at the wave length 532 nm and was expressed in $\mu mol \ g^{-1}$ of raw substance.

Bulb dry matter (%)

The average dry matter weight (g) of bulbs after curing were measured by drying 10 randomly sampled bulbs in an oven with a forced hot air circulation at 70 °C until a constant weight was obtained. The percentage of bulb dry matter was calculated by taking the ratio of the dry weight to the fresh weight of the sampled bulbs and multiplying it by 100.

Determination of content of vitamins B complex

A weight 50 g was cut into small pieces and extracted with 0.1 NHCL (sodium chloride) on the water bath at suitable temperature and time period. All extracts were filtered through 0.40 micron filter and taken into 100 mL volumetric flask which was added up for mobile phase.

The standard preparation: stock of standard (Sigma Aldrich Analytical grade Reagent) prepared by dissolving 0.01 g of each standard in 100 mL mobile phase followed by successive dilutions.

High-performance liquid chromatography (HPLC)

Analysis of HPLC (Shimadzu, Model Prominence 20A) equipped with UV detector and Supelco Discovery C18 column (25-cm in length and 0.45-cm internal diameter) was used. Mobile phase was 50 m MK$_2$HPO$_4$ and MeOH (70:30) at 1 mL min$^{-1}$ flow rate and 10 μL of each sample/standard was injected and monitored at UV 254 nm.

Analysis of vitamin C

Lyophilized samples (each 0.2 g) were ground and added to 30 mL of 3% metaphosphoric acid solution and homogenized at 11,000 rpm for 2 min using a T25 basic ULTRA–TURRAX homogenizer (IKAWerke GmbH & Co. KG, Staufen,
Germany). The volume was made up to 50 mL with 3% metaphosphoric acid solution. The extract (2 mL) was centrifuged at 12,000 rpm for 3 min, and the supernatant filtered through a 0.45 μm polyvinylidene difluoride (PVDF) membrane filter (Whatman International Ltd., Maidstone, UK). All samples were immediately analyzed using an HPLC system, equipped with a PU (2089 pump), an AS (2057 auto injector), and a MD (2010 UV) vis variable wavelength detector (JASCO Corp., Tokyo, Japan). Separation was carried out in a Crest Pak C18S column (15094.6 mm, i. d., 5 μm, JASCO Corp.), and the isocratic elution was carried out with 0.1% trifluoroacetic acid in distilled water as a mobile phase for 15 min (flow rate 0.8 mL min⁻¹). The peak was read at 254 nm using an UV detector and quantification was determined via external calibration against ascorbic acid.

**Statistical analysis**

For the food and chemical composition, three samples analyzed were performed in three replicates. The results were expressed as averages. The antioxidant activity, and chemical composition were analyzed using a one-way dispersion analysis, followed by the Tvyxi’s Honesty Difference (TQ) Test at \( P \leq 0.05 \) (for yield and bulb weight), 0.01 (for enzyme activities, pigments content in leaf, vitamins B complex and vitamin C in cloves, dry matter) using statistical analysis program (SAS) v. 9.1.3.

**RESULTS**

The results of the studies showed that the highest increase in plant height was the best by gibberellic acid, and was higher than the control by 10.8%, whereas the use of salicylic and ascorbic acids increased the height of plants by 7.8 and 3.9%, respectively (Table 1).

The main indicator of growth and the index on which the productivity of garlic plants depends is the leaf apparatus, so we studied it thoroughly. The number of leaves per plant increased by 0.46–0.55 pcs plant⁻¹ with the use of gibberellic and ascorbic acids (5.3–6.3% of control), while salicylic acid significantly decreased this indicator by 0.15 pcs plant⁻¹ (1.7% of control), while the leaf area increased by 8.3; 27.7 and 4.8% by the use of salicylic, gibberellic and ascorbic acids, respectively. The leaf area/plant and the leaf index had slightly different dynamics, but gibberellic acid showed the best results.

Plants were treated by amino acids, increased the amount of chlorophylls (a + b), but with the use of gibberellic acid, the increase was the most significant (0.17% /dry matter which equal to 10.8% increase compared to control) (Fig 1).

**Table 1. Plant height and leaf area of garlic plant (average 2017–2019)**

<table>
<thead>
<tr>
<th>Variant</th>
<th>Plant height (cm)</th>
<th>Number of leaves (pcs)</th>
<th>Leaf area (cm²)</th>
<th>Leaf area index (LAI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>63.37</td>
<td>8.73</td>
<td>95.70</td>
<td>1.82</td>
</tr>
<tr>
<td>Salicylic acid</td>
<td>68.33*</td>
<td>8.58</td>
<td>103.63*</td>
<td>1.94</td>
</tr>
<tr>
<td>Gibberellic acid</td>
<td>70.21*</td>
<td>9.28*</td>
<td>122.20*</td>
<td>2.47*</td>
</tr>
<tr>
<td>Ascorbic acid</td>
<td>65.86</td>
<td>9.19*</td>
<td>100.25</td>
<td>2.00*</td>
</tr>
<tr>
<td>LSD (0.05)</td>
<td>3.45</td>
<td>0.40</td>
<td>6.06</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Means bearing same * in each column are statistically similar at \( p \leq 0.05 \).
It is known that the impact of unfavourable factors affects the status of oxidative stress (OS). Amino acids activate protective mechanisms and reduce the oxidative stress in plant chloroplasts under stress. According to obtained data in this study, spraying of garlic plants (Allium sativum L.) with the amino acids reduced the impact of the oxidative stress caused by adverse weather conditions (Fig 2).

In plants which have been treated with GA and SA, Malondialdehyde (MAD) contents decreased by 16.7 and 16.5%, respectively. Under the influence of AA, MAD content decreased by 11.7% (Fig. 2).

**Figure 1.** Leaf’s total chlorophyll \((a+b)\) content of the garlic plant (average 2017–2019).
(Means bearing same * in each column are statistically similar at \(p \leq 0.01\)).

**Figure 2.** Malondialdehyde content and antioxidant enzyme activity in leaves of the garlic plant (average 2017–2019).
(Means bearing same * in each column are statistically similar at \(p \leq 0.01\)).
In plants treated by salicylic, gibberellin and ascorbic acids, increases in SOD activity were recorded, 9.1; 15.0 and 7.5% compared to the enzyme activity in the control variant. The use of amino acids ensured the activation of a complex of antioxidant enzymes (Fig. 2).

The activities of SOD, CAT, POD, GR, and GST in leaves treated by amino acids of garlic plants tended to increase (Fig. 2). Thus, SOD activity increases were 7.5–15.0%, CAT (27.4–45.9%); POD (7.0–83.0%); GR (5.4–49.9%) and GST (14.8–41.3%) higher than the control.

The results of the study indicated a significant effect of amino acids on the yield and its structure (Tables 2, 3; Fig. 3). So, the weight of the bulb and the dry matter content, vitamins B and vitamin C, had the best performance in all variants compared to control. The bulb weight increased by 4.73; 9.26 and 4.55 g (LSD (0.05) = 4.05) by the use of salicylic, gibberellic and ascorbic acids, respectively (Table 2).

The yield growth had the same dynamics. By using salicylic, gibberellic and ascorbic acids, the yield of garlic increased by 1.18; 2.27 and 1.14 (LSD (0.05) = 0.89) (Table 3).

However, the solids contents of garlic bulbs (dry matter), at the highest amino acid utilization occurred by SA (+2.6%) followed by ascorbic acid (+ 2.5%) of the control. Gibberellic acid did not cause increase in dry matter (Fig. 3).

The study of the content of vitamins B6 (Fig. 4) in garlic cloves showed that the best effect on their accumulation was by gibberellic acid, where the increase in the amount of vitamins B reached to 21.9% of control.

The use of salicylic and ascorbic acids increased their amounts to 7.6 and 8.2%, respectively.

<table>
<thead>
<tr>
<th>Table 2. Weight of garlic bulbs (g) (average 2017–2019)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variant</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>Control</td>
</tr>
<tr>
<td>Salicylic acid</td>
</tr>
<tr>
<td>Gibberellic acid</td>
</tr>
<tr>
<td>Ascorbic acid</td>
</tr>
<tr>
<td>LSD (0.05)</td>
</tr>
</tbody>
</table>

Means bearing same * in each column are statistically similar at p ≤ 0.05.

<table>
<thead>
<tr>
<th>Table 3. Yield (t ha(^{-1})) of garlic (average 2017–2019)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variant</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>Control</td>
</tr>
<tr>
<td>Salicylic acid</td>
</tr>
<tr>
<td>Gibberellic acid</td>
</tr>
<tr>
<td>Ascorbic acid</td>
</tr>
<tr>
<td>LSD (0.05)</td>
</tr>
</tbody>
</table>

Means bearing same * in each column are statistically similar at p ≤ 0.05.
The most significant increase in vitamin C content was observed for spraying of plants by ascorbic acid (±12.5% of control), whereas for spraying by salicylic and gibberellic acids, its content increased by 6.0 and 7.5%, respectively (Fig. 5).

**Figure 4.** Vitamins B complex content (average 2017–2019).
(Means bearing same * in each column are statistically similar at \( p \leq 0.01 \)).
The maximum weight loss of the bulbs (14.8–18.2%) was observed in the first month of storage, regardless of the variants (Fig. 6).

The percentage of weight loss was steadily increased until 6 months of storage, then, it gradually decreased until the end of storage. Salicylic acid treatment had the most pronounced effect on bulb weight loss during storage, compared to the control and other variants. All other treatments showed smaller percentages of weight loss compared to the control during all storage times (Table 4 and Fig. 6).

**Table 4.** Bulb weight loss (%) during storage, days after harvest (average 2017–2019)

<table>
<thead>
<tr>
<th>Variant</th>
<th>days after harvest</th>
<th>∑ weight loss, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>Control</td>
<td>18.2</td>
<td>2.2</td>
</tr>
<tr>
<td>Salicylic acid</td>
<td>14.8*</td>
<td>1.4*</td>
</tr>
<tr>
<td>Gibberellic acid</td>
<td>17.8</td>
<td>1.8*</td>
</tr>
<tr>
<td>Ascorbic acid</td>
<td>17.3*</td>
<td>1.8*</td>
</tr>
<tr>
<td>LSD (0.05)</td>
<td>0.912</td>
<td>0.106</td>
</tr>
</tbody>
</table>

Means bearing same * in each column are statistically similar at $p \leq 0.01$.

During the germination of garlic cloves, their marketability is lost. During the storage period, the marketability of garlic bulbs was maintained with the use of $\text{GA}_3$ for up to 140–150 days on average over the years of research.

The use of SA and AA contributed to the extension of the marketability period to 210 days. After 210 days there was a mass germination of cloves. Control bulbs and GK3 germinated after 120 and 140–150 days, respectively. The results of the study indicate that the use of GC3 on garlic crops is impractical if the grown products will be stored for a long time.

Subsequent storage shows only theoretical data on the weight loss of the bulbs.
DISCUSSION

According to research results, it is followed that the formation of ROS caused significant oxidative destruction in control plant’s leaves and bulbs as compared to plants sprayed amino acids. The control plants are characterized by lower antioxidant protection capacity than plants spraying with amino acid.

In multiple studies carried out previously, it has been shown that dehydration of organs induced by drought is the direct sequence of stomatal closure, disorganization of photosynthesis, and inhibition of mechanisms of antioxidant protection (Neill et al., 2002).

Saturated fatty acids are very sensitive to reactive oxygen species (ROS) attack as a single OH’ can peroxidize more polyunsaturated acids, being the reason of chain disruptions in the structure and metabolic processes. Taking into account the level of MDA (Fig. 2), it can be concluded that ROS production in garlic plant organs treated with amino acids, and, especially, with gibberellinic acid, is actually much lower as compared to control plants.

In plant cells, there is a certain level of lipid for oxidation, which remains constant due to antioxidant protection systems. The enzyme system, in particular, superoxide dismutase (SOD), which catalyzes the reaction of superoxide radicals (O•−), plays an essential role in protecting cells from oxidative degradation. The rate of interaction between SOD and O depends on the degree of cell hydration (Asada, 2006). Depending on the intensity of the stressful fact, the activity of SOD varies differently.

The obtained results indicate that the highest physiological activity is exhibited by gibberellic acid, where the activity of the antioxidant complex is significantly higher against both control and other experimental variants.

The results of this study revealed that foliar spray by amino acids increased vegetative growth parameters. This might be due to the fact that amino acids enhance the metabolism processes in plant tissues. In this respect, foliar application of ascorbic and gibberellic acid resulted in higher growth and yield of eggplant (El-Tohamy et al., 2008; Islam et al., 2008). Our results are similar with that of Paul et al. (2001); Pourtan, et al. (2004); Abd El-Aal et al. (2010). Similar results on the stimulatory effects of ascorbic acid on other plants were also noticed (Abdel-Halim (1995); Helal et al., 2005; El-Banna et al., 2006).) found that the application of ascorbic acid on tomato plants significantly improved certain plant growth criteria.

CONCLUSION

The antioxidant impact of amino acids manifested itself by a tendency to optimize these parameters; DAM values significantly decreased as compared to those of untreated plants. Amino acids increased the adaptive potential of plants and optimized the processes of growth and productivity. The study found that the use of amino acids improves the garlic productivity as a whole compared to the control. Increase in height of garlic plant, number of leaves, structural elements of yield, and crude and dry weights of the bulb. The highest yield and weight of the bulb were obtained in spraying plants by gibberellic acid, but the accumulation of dry weight was noted by using of salicylic and ascorbic acids.
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Abstract. The by-product of oil production from oilseed rape (Brassica napus L.) is protein rich rapeseed meal. It is of great interest to improve the quality of rapeseed meal for poultry feed by reducing the level of anti-nutritional factors, mainly fibre and glucosinolates. The aim of the study was to assess genetic variation of traits affecting rapeseed meal quality in seeds from the M305 (black-seeded) × Z114 (yellow seeded) population of winter oilseed rape doubled haploid (DH) plants. The influence of weather conditions on these traits was tested under two-year field growing conditions in Poland. Significant effect of genotypes and the year of experiment was found for all of the studied traits, apart from neutral detergent fibre (NDF). The significant phenotypic variation in all of these traits makes future selection to improve quality of rapeseed meal possible. It was also found that all of the traits, apart from neutral detergent fibre, are regulated in a complex genetic manner involving additive and epistatic gene action. NDF is regulated by the additive gene action indicating that this trait might be easier for selection. Low heritability found for seed colour, fibre and glucobrassicin indicates great environmental effect on these traits. Large phenotypic variation for protein, oil, acid detergent fibre, neutral detergent fibre and glucosinolates found in this study will allow future genetic mapping analysis to identify key genes regulating these traits. The application of such genetic markers could enhance breeding programs aiming to improve oilseed rape which could be successfully introduced as poultry feed.

Key words: rapeseed meal quality, yellow-seeded oilseed rape, protein, oil, fibre.

INTRODUCTION

Oilseed rape (OSR) also known as rapeseed, canola (Brassica napus), is the second largest oil producing crop in the world (FAO). The by-product of oil production from this crop is protein rich rapeseed meal (RSM) or cake. When compared to protein meals from soybean or other legumes, RSM contains an excellent balance of essential amino acids, including high levels of desirable sulphur containing amino acids (cystine, methionine) and a slightly limited amount of lysine (Gacek et al., 2018). However, improvement of RSM is desired in order to make it a useful source of protein, especially for poultry feed, by reducing level of anti-nutritional components such as glucosinolates.
(GLS), fibre, non-starch polysaccharides (NSP), and phytic acid present in rapeseed meal (Nesi et al., 2008; Swiech et al., 2016). Phytic acid is a primary storage form of P in the seed, while also being a low bioavailability source of P and also reduces the bioavailability of other essential nutrients especially cations like Fe or Zn. Glucosinolates induce enlargement of thyroid, therefore have negative effect on growth and health of animals (Quinsac et al., 1994; Swiech et al., 2016). The content of GLS has been significantly reduced in modern double-zero cultivars of OSR (< 25 μmol g⁻¹ of seeds) but it is still desired to reduce its content especially for poultry feed purposes. Fibre, mainly present in the seed coat, reduces metabolizable energy content, protein digestibility, and bioavailability of minerals, therefore lowering its level in RSM meal is of great interest (Simbaya et al., 1995; Rahman et al., 2001; Mailer et al., 2008). The Van Soest system (Vansoest et al., 1991) classifies fibre as neutral detergent fibre, NDF (hemicellulose, cellulose, and lignin) and acid detergent fibre, ADF (cellulose and lignin).

Yellow-seeded oilseed rape genotypes of B. napus have a thinner and translucent seed coat resulting in lower fibre proportion and consequently higher protein and oil content in seeds (Rahman & McVetty, 2011). The level of proanthocyanidins and tannins, the major compounds involved in seed pigmentation known to reduce digestibility of seed meal, is also lowered in yellow-seeded OSR (Rahman & McVetty, 2011). The study on nutritive value of seed meal derived from yellow-seeded B. napus indicated that it could be successfully used in poultry industry for broilers (Slominski et al., 1994; Slominski et al., 1999). In contrast, the nutritional value and digestibility of yellow-seeded cakes was not improved when fed to young pigs, most likely due to presence of non-starch polysaccharides (NSP) and pectins in RSM (Simbaya et al., 1995; Rahman et al., 2001; Swiech et al., 2016). Although yellow-seeded OSR genotypes seem to be valuable for feeding industry, these varieties also have a number of negative qualities, many associated with yield, that limit their current utility for the wider market. Thus efforts have been dedicated to create new ‘triple low’ varieties with ultra low fibre meal (less than 2% of acid detergent lignin) and enhanced yield qualities from yellow by black seeded crosses. The yellow-seeded genotypes and intermediate genotypes derived from a cross between yellow-seeded and black-seeded OSR are valuable material in genetic and genomic studies aiming to understand genetic regulation of traits affecting RSM quality (Liu et al., 2013; Stein et al., 2013; Wang et al., 2015). Seed coat colour is a complex quantitative trait, known to be controlled by the interaction of many genes which are greatly affected by maternal and environmental effects (Penfield & MacGregor, 2017). The genetic analysis of yellow-seeded lines indicated that three to four genes, all in homozygous recessive state, were involved in regulation of seed coat colour (Rahman et al., 2001). Numerous genetic mapping studies have been performed in Brassica to understand the genetic basis of seed colour (Snowdon et al., 2010; Liu et al., 2013; Qu et al., 2015; Stein et al., 2017; Wang et al., 2017; Behnke et al., 2018) but the improvement of RSM as poultry feed is still a challenge. Further investigations of genetic regulation of traits affecting RSM quality in oilseed rape using different genetic backgrounds and environments, as well as development of targeted mapping populations would be advantageous for future marker assisted breeding programmes in this crop species.

Here a winter oilseed rape black-seeded × yellow-seeded mapping population of DH plants has been analysed under field conditions to assess genetic variability of traits affecting RSM quality including oil, protein, fibre and GLS content in seeds. The results
illustrate large genetic variation for these traits and interrelationship among them. The analysis of heritability and gene effect on the studied traits allowed estimation of genetic basis controlling these traits. Moreover, the data obtained could be used in our subsequent mapping studies to identify molecular markers associated with RSM quality in *B. napus*.

**MATERIALS AND METHODS**

**Plant material**

The experimental population consisted of 78 doubled haploid (DH) lines, developed from F1 plants of a cross between M305, a black-seeded *B. napus* DH line and Z114, a yellow-seeded *B. napus* DH line. The two parental lines were selected for contrasting seed coat colour and seed fibre content. The population was developed in the Laboratory of Plant Tissue Culture, Plant Breeding and Acclimatization Institute-National Research Institute (PBAI-NRI), Oilseed Crops Division in Poznan, Poland through microspore culture according to the procedure described by Cegielska-Taras (Cegielska-Taras et al., 2002).

**Field experiments**

The M305×Z114 mapping population lines and parental lines were cultivated in PBAI-NRI experimental field in Poznan, Poland during two growing seasons: 2015/2016 and 2017/2018. The field trials were carried out in randomized block design with three replicates of double 2 m-long rows with 30 cm spacing seeded at a rate of 100 seeds per each row. The field was managed with standard methods. Seeds were harvested at maturity from five self-pollinated plants per genotype and threshed for further analysis.

**Phenotypic evaluation**

The contents of oil, protein, fibre (ADF and NDF), glucosinolates (GLS): 4-OH glucobrassicin, glucobrassicin, glucobrassicanapin, gluconapin, napoleiferin, progoitrin, and total GLS were determined in the Laboratory of Biochemistry PBAI-NRI in Poznan from each seed sample using near-infrared reflectance spectroscopy (NIRS) - Infratec 1255 analyser (Michalski & Czernik-Kolodziej, 2000). The quantification of seed coat colour was determined with The Hunter Labs spectrophotometer (Colorflex) and classified using 0 (black) to 5 (yellow) scale (Michalski, 2009).

**Statistical analysis**

The normality of the distributions of the traits value were tested using Shapiro-Wilk’s normality test (Shapiro & Wilk, 1965). The two-way analysis of variance (ANOVA) were performed in order to verify the zero hypothesis of a lack of effects of years, DH lines and year × DH line interaction in terms of the values of the observed traits. The minimal and maximal values of the traits, as well as the arithmetic means and coefficients of variation (CV in %), were calculated. Fisher’s least significant differences (LSDs) were estimated at a significance level of α = 0.001. The relationships between the observed traits were assessed based on Pearson’s correlation coefficients.
Estimation of the additive gene effect and additive-by-additive interaction of homozygous loci (epistasis) effect on the basis of phenotypic observations of DH lines and on the basis of parental observations as well as the test statistics to verify hypotheses about genetic parameters different than zero were described by following Bocianowski et al. (2017).

The heritability values were estimated using the standard units method of Frey and Horner (1957) in each year of study. Quantitative estimates of the number of genes segregating for observed traits were made using the Wright’s formula (Frey and Horner 1957; Bjarko and Line 1988).

The statistical analysis was performed using GenStat 18 software package (https://genstat.kb.vsni.co.uk/).

RESULTS

Phenotypic variation of seed coat colour, oil, protein, fibre, and glucosinolates in seeds

Traits affecting RSM quality, including content of oil, protein, fibre (ADF and NDF), two indole glucosinolates: 4OH-glucobrassicin (4OH-GBS), glucobrassicin (GBS), four alkene glucosinolates: glucobrassicanapin (GBN), gluconapin (GNA), napoleiferin (NAP), progoitrin (PRO), and seed coat colour (SCC) were measured in the parental lines and each of the 78 DH lines of the B. napus population. The parental lines contrasted in SCC: line M305 displayed black seeds and Z114 yellow seeds. The SCC in the DH lines showed great variation in seed coat colour representing black, dark brown, dark brown with single light colour seeds, light brown, red, yellow with single brown seeds, yellow seeds (Fig. 1, M).

The results of ANOVA revealed that the main effects of years were significant for all tested traits, except NDF. The main effects of DH lines and year × DH lines interactions were statistically significant for all traits (data not shown). Higher or lower values for all of the tested traits in DH lines when compared to the parental lines indicate transgressive segregation in this population (Fig. 1, A–J and Table 1).

The mean oil content in Z114 seeds was 42%, 44% in 2016 and 2018, respectively whereas in M305 was 40%, 43% in 2016 and 2018, respectively. DH lines showed greater variation in oil content ranging from 30%–49% in both years of the study. The mean content of seed protein in the parental lines was 24% (Z114) and 25% (M305) in 2016, with similar values in 2018. The protein content in the DH lines showed bigger variation, ranging from 19% to 29% in 2016 and 20% to 28% in 2018. The mean content of NDF contrasted in seeds of the parental lines, with 18% (2016) and 16% (2018) for Z114 and 23% in 2016, 2018 for M305 line. The NDF content in the DH lines ranged from 17% to 25% in 2016, and 16% to 27% in 2018. The mean content of ADF in the parental lines was 11% (2016) and 10% (2018) for Z114 and about 17% (2016, 2018) for M305. The content of ADF fibre ranged in DH lines from 7% to 20% in 2016, and 9% to 22% in 2018. The mean content of 4OH-GBS glucosinolate was slightly higher for Z114 (5.2 and 4.7 µmol g⁻¹ in 2016 and 2018, respectively) than for M305 (4.6 and 4.4 µmol g⁻¹ in 2016 and 2018, respectively). In DH lines the variation for this glucosinolate ranged between 2.1–6.8 µmol g⁻¹ in 2016 and 2.86–6.24 µmol g⁻¹ in 2018.
Figure 1. Boxplots showing content of (A) oil, (B) protein, (C) NDF fibre, (D) ADF fibre, (E) 4OH glucobrassicin, (F) glucobrassicin, (G) glucobrassicanapin, (H) gluconapin, (I) napoleiferin, (J) progroitrin, (K) seed coat colour, and (L) thousand seed weight in seeds of the M305×Z114 mapping population (DH lines) and the parental lines M305 and Z114 in two growing seasons (1) 2015/2016 (2) 2017/2018. (M) The images panel shows variation in seed coat colour in the parental lines: M305, Z114 and selection of DH lines representing colours black (DH52), dark brown (DH24), dark brown with single light colour seeds (DH17), light brown (DH32), red (DH4, DH73), yellow with single brown seeds (DH66), and yellow seeds (DH71).
The variation of GBS content ranged from 0.1 to 0.4 µmol g\(^{-1}\) in seeds collected in both years. Mean GBN content was lower in Z114 (0.33 µmol g\(^{-1}\) in both years) than in M305 (0.38 and 0.56 µmol g\(^{-1}\) in 2016 and 2018), whereas in the DH lines it ranged from 0.03 to 2.2 µmol g\(^{-1}\). Mean GNA seed content was slightly lower in Z114 (1.3 µmol g\(^{-1}\)) in 2016 and 1.1 µmol g\(^{-1}\) in 2018) when compared to M305 parent (1.5 in 2016 and 2.3 µmol g\(^{-1}\) in 2018). The mean NAP content was similar in both years of the study and was 0.08 µmol g\(^{-1}\) for Z114 and 0.09 µmol g\(^{-1}\) for M305, whereas in the DH lines NAP content ranged between 0.05–0.2 µmol g\(^{-1}\). The mean PRO content was slightly higher in the black-seeded parent M305 (1.9 and 3.5 µmol g\(^{-1}\) in 2016 and 2018, respectively) when compared to yellow seeded parent Z114 with 1.8 and 2.01 µmol g\(^{-1}\) in 2016 and 2018, respectively. The content of PRO showed great variation in the DH lines which ranged between 0.1–21 µmol g\(^{-1}\) in both years of the study. Together this data shows that the largest variation among the traits affecting RSM quality was found in the DH lines from the M305×Z114 mapping population, whereas parental lines contrasted the most for SCC, ADF, and NDF. All of the traits were affected by the weather conditions (temperature and rainfall) which differed extremely in both years of the study (data not shown).

Table 1. Performance of traits affecting RSM quality for 2016 and 2018 in M305×Z114 mapping population

<table>
<thead>
<tr>
<th>Trait</th>
<th>Year</th>
<th>Z114 mean</th>
<th>M305 mean</th>
<th>DH mean</th>
<th>DH range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oil</td>
<td>2016</td>
<td>41.56 ± 3.1</td>
<td>40.35 ± 3.4</td>
<td>39.8 ± 3.5</td>
<td>29.55–49.46</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>44.04 ± 2.6</td>
<td>43.4 ± 2.06</td>
<td>43.29 ± 2.5</td>
<td>35.45–49.29</td>
</tr>
<tr>
<td>Protein</td>
<td>2016</td>
<td>24.02 ± 1.5</td>
<td>24.58 ± 1.1</td>
<td>25.42 ± 1.3</td>
<td>19.33–29.36</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>24.4 ± 2.4</td>
<td>24.02 ± 1.5</td>
<td>24.68 ± 1.5</td>
<td>20.25–28.17</td>
</tr>
<tr>
<td>NDF</td>
<td>2016</td>
<td>18.01 ± 0.5</td>
<td>22.92 ± 0.9</td>
<td>21.32 ± 1.7</td>
<td>17.06–25.4</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>16.25 ± 1.2</td>
<td>23.25 ± 0.9</td>
<td>21.41 ± 2.1</td>
<td>16.47–26.86</td>
</tr>
<tr>
<td>ADF</td>
<td>2016</td>
<td>11.01 ± 0.5</td>
<td>16.64 ± 0.9</td>
<td>14.62 ± 2.3</td>
<td>6.79–19.95</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>10.01 ± 0.9</td>
<td>17.17 ± 0.7</td>
<td>15.14 ± 2.6</td>
<td>9.27–22.15</td>
</tr>
<tr>
<td>40H–GBS</td>
<td>2016</td>
<td>5.21 ± 0.4</td>
<td>4.61 ± 0.7</td>
<td>5.3 ± 0.7</td>
<td>2.1–6.82</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>4.72 ± 0.5</td>
<td>4.44 ± 0.5</td>
<td>4.67 ± 0.7</td>
<td>2.86–6.24</td>
</tr>
<tr>
<td>GBS</td>
<td>2016</td>
<td>0.37 ± 0.05</td>
<td>0.2 ± 0.01</td>
<td>0.21 ± 0.04</td>
<td>0.12–0.37</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>0.38 ± 0.02</td>
<td>0.22 ± 0.01</td>
<td>0.26 ± 0.04</td>
<td>0.17–0.4</td>
</tr>
<tr>
<td>GBN</td>
<td>2016</td>
<td>0.33 ± 0.2</td>
<td>0.38 ± 0.1</td>
<td>0.52 ± 0.2</td>
<td>0.13–2.15</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>0.34 ± 0.1</td>
<td>0.56 ± 0.1</td>
<td>0.63 ± 0.2</td>
<td>0.03–1.64</td>
</tr>
<tr>
<td>GNA</td>
<td>2016</td>
<td>1.32 ± 0.6</td>
<td>1.54 ± 0.4</td>
<td>2.44 ± 0.9</td>
<td>0.62–9.04</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>1.14 ± 0.4</td>
<td>2.34 ± 0.8</td>
<td>2.75 ± 0.9</td>
<td>0.54–6.65</td>
</tr>
<tr>
<td>NAP</td>
<td>2016</td>
<td>0.083 ± 0.01</td>
<td>0.099 ± 0.01</td>
<td>0.108±0.02</td>
<td>0.066–0.252</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>0.085 ± 0.01</td>
<td>0.095 ± 0.01</td>
<td>0.102 ± 0.02</td>
<td>0.051–0.22</td>
</tr>
<tr>
<td>PRO</td>
<td>2016</td>
<td>1.82 ± 1.3</td>
<td>1.96 ± 1.02</td>
<td>3.77 ± 2.3</td>
<td>0.1–20.9</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>2.01 ± 1.09</td>
<td>3.5 ± 2.09</td>
<td>4.59 ± 2.2</td>
<td>0.17–15.8</td>
</tr>
<tr>
<td>SCC</td>
<td>2016</td>
<td>4.72 ± 0.4</td>
<td>0.55 ± 0.5</td>
<td>1.58 ± 0.4</td>
<td>0.04–5.1</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>4.69 ± 0.8</td>
<td>0.4 ± 1.2</td>
<td>1.51 ± 1.1</td>
<td>0.03–4.74</td>
</tr>
<tr>
<td>TSW</td>
<td>2016</td>
<td>3.97 ± 0.6</td>
<td>4.97 ± 0.6</td>
<td>4.53 ± 0.8</td>
<td>1.9–6.7</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>4.81 ± 0.9</td>
<td>5.52 ± 0.6</td>
<td>5.01 ± 0.8</td>
<td>3.07–8.2</td>
</tr>
</tbody>
</table>

NDF: neutral detergent fibre; ADF: acid detergent fibre; 4OH–GBS: 4OH-glucobrassicin; GBS: glucobrassicin; GBN: glucobrassiccanapin; GNA: gluconapin; NAP: napoleiferin; PRO: progoitrin; SCC: seed coat colour; TSW: thousand seed weight.
Table 2. Correlations between traits affecting RSM quality for 2016 (above diagonal) and 2018 (below diagonal) in M305×Z114 mapping population

<table>
<thead>
<tr>
<th></th>
<th>2016</th>
<th>2018</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Oil</td>
<td>Protein</td>
</tr>
<tr>
<td>Oil</td>
<td>1</td>
<td>-0.65***</td>
</tr>
<tr>
<td>Protein</td>
<td>-0.41***</td>
<td>1</td>
</tr>
<tr>
<td>NDF</td>
<td>0.08</td>
<td>-0.44***</td>
</tr>
<tr>
<td>ADF</td>
<td>0.12</td>
<td>-0.33**</td>
</tr>
<tr>
<td>4OH-GBS</td>
<td>0.43***</td>
<td>0.13</td>
</tr>
<tr>
<td>GBS</td>
<td>0.08</td>
<td>-0.16</td>
</tr>
<tr>
<td>GBN</td>
<td>-0.13</td>
<td>0.34**</td>
</tr>
<tr>
<td>GNA</td>
<td>0.04</td>
<td>0.22</td>
</tr>
<tr>
<td>NAP</td>
<td>-0.16</td>
<td>0.22</td>
</tr>
<tr>
<td>PRO</td>
<td>-0.14</td>
<td>0.31**</td>
</tr>
<tr>
<td>SCC</td>
<td>-0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>TSW</td>
<td>0.16</td>
<td>0.04</td>
</tr>
</tbody>
</table>

NDF: neutral detergent fibre; ADF: acid detergent fibre; 4OH-GBS: 4OH-glucobrassicin; GBS: glucobrassicin; GBN: glucobrassicanapin; GNA: gluconapin, NAP: napoleiferin; PRO: progoitrin; SCC: seed coat colour; TSW: thousand seed weight.
Correlations between traits affecting RSM quality

The correlations between Oil-Protein, Oil-4OH-GBS, Protein-NDF, Protein-ADF, NDF-ADF, NDF-GBS, NDF-SCC, ADF-4OH-GBS, ADF-GBS, ADF-SCC, GBS-NAP, GBS-SCC, GBN-GNA, GBN-NAP, GBN-PRO, GNA-NAP, GNA-PRO, NAP-PRO were statistically significant across both years (Table 2). Correlation coefficients statistically significant in 2016 and not significant in 2018 were observed for: Oil-NDF, OIL-ADF, OIL-GBN, OIL-NAP, OIL-PRO, OIL-SCC, OIL-TSW, NDF-GBN, NDF-TSW, ADF-GBN, ADF-NAP, 4OH-GBS-GNA, 4OH-GBS-PRO, 4OH-GBS-TSW, GBN-TSW, GNA-SCC, NAP-TSW (Table 2). Correlation coefficients statistically significant in 2018 and not significant in 2016 were observed for: Protein-GBN, Protein-PRO, NDF-4OH-GBS, NDF-NAP, NDF-PRO, ADF-GNA, 4OH-GBS-NAP, 4OH-GBS-SCC, GBN-SCC, NAP-SCC, and SCC-TSW (Table 2). For ADF-PRO the observed correlation coefficients was significant in both years but negative in one year and positive in the other (Table 2). The correlations between the above traits are important factors to be considered in breeding programmes of improved RSM quality in oilseed rape.

Genetic regulation of traits affecting seed meal quality

To elucidate the mechanism of inheritance and genetic regulation of the traits affecting RSM quality, the estimation of heritability and the effect of additive and epistatic gene action were performed in the M305×Z114 mapping population (Table 3). The analysis of inheritance in the mapping population showed low heritability estimates for SCC (0.1), ADF (0.2), NDF (0.1), and GBS (0.1) in both years. High heritability estimates were observed for oil (0.9), protein (0.9), GBN (0.9 in 2016), GNA (0.9 in 2016), PRO (0.9), and NAP (0.8). The number of genes segregating for the analysed traits ranged from 0.0 (for protein content in 2018 and progoitrin in 2016) to 18.9 (for glucobrassicin in 2016) (Table 3). The number of genes segregating were significant negative correlated with heritability in 2018 ($r = -0.889, p < 0.001$) and not statistically significant in 2016 ($r = -0.527, p = 0.078$) (Table 3). Both additive and epistatic gene effects were found to be significant for SCC and GBN, GBS, GNA, NAP, PRO content in seeds whereas significant additive effect and non-significant epistasis was found for TSW, 4OH-GBS, ADF, and NDF fibre. The seed oil and protein content showed additive gene effect only in the first year of study.

Table 3. Estimation heritability of additive and epistatic effects as well as the number of genes segregating for RSM quality traits M305×Z114 mapping population

<table>
<thead>
<tr>
<th>Trait</th>
<th>Year</th>
<th>Additive effect based on parental lines</th>
<th>Additive effect based on DH lines</th>
<th>Epistatic effect based on DH lines</th>
<th>Mean value</th>
<th>Heritability</th>
<th>Number of genes segregating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oil</td>
<td>2016</td>
<td>-0.605</td>
<td>6.442*</td>
<td>-0.484</td>
<td>39.749</td>
<td>0.916</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>-0.320</td>
<td>3.980</td>
<td>-0.479</td>
<td>43.285</td>
<td>0.946</td>
<td>0.1</td>
</tr>
<tr>
<td>Protein</td>
<td>2016</td>
<td>0.280</td>
<td>2.648*</td>
<td>-0.364</td>
<td>25.459</td>
<td>0.898</td>
<td>3.7</td>
</tr>
<tr>
<td>content</td>
<td>2018</td>
<td>-0.190</td>
<td>2.235</td>
<td>-0.215</td>
<td>24.680</td>
<td>0.947</td>
<td>0.0</td>
</tr>
<tr>
<td>PRO</td>
<td>2016</td>
<td>0.070</td>
<td>3.957***</td>
<td>1.290***</td>
<td>3.737</td>
<td>0.997</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>0.746*</td>
<td>4.176***</td>
<td>1.121**</td>
<td>4.592</td>
<td>0.769</td>
<td>0.2</td>
</tr>
<tr>
<td>NDF</td>
<td>2016</td>
<td>2.455*</td>
<td>2.813*</td>
<td>-0.160</td>
<td>21.276</td>
<td>0.157</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>3.500*</td>
<td>3.955*</td>
<td>-0.179</td>
<td>21.410</td>
<td>0.134</td>
<td>3.4</td>
</tr>
</tbody>
</table>
DISCUSSION

The significant effects of years on all tested traits, apart from NDF, were most likely caused by the differences in weather conditions in both experimental seasons. The rainfall and temperature recorded in meteorological station at PBAI-NRI for the growing seasons 2016 and 2018 (between April and September) showed extreme differences, with very high temperatures and very low rainfall level in 2018 (data not shown). The significant effect of weather on the content of fatty acid, glucosinolates and oil in seeds of winter oilseed rape have already been observed in previous studies (Liersch et al., 2013; Lääniste et al., 2016; Nowosad et al., 2017).

The ideal range of seed fibre content in OSR cultivars which could be used as poultry feed should be on a similar level to that found in the yellow-seeded genotypes. Unfortunately, the yellow-seeded OSR displays many unfavourable traits of agronomic importance (pre-harvest sprouting, seed deterioration during storage and problems with oil extraction) which makes them difficult to incorporate into the market. One of the strategies of RSM improvement would be introducing intermediate SCC genotypes of OSR with enhanced nutritional value. It is expected that reduction of seed coat thickness in yellow seed genotypes results in increased contribution of the embryo to the seed weight and for this reason the content of oil and protein should rise too (Slominski et al., 1999). In contrast to this view the protein and oil content in the yellow-seeded line Z114 was not much higher than in the black-seeded parent M305. The selection of the parental lines for the development of our mapping population was based on great contrast in seed coat colour and seed fibre content, not protein and oil. In other studies no significant effect on oil content was observed in the yellow seeded genotypes too, which indicates a variation in protein and oil content in yellow-seeded genotypes (Wittkop et al., 2009). The observed variation for seed protein content (19–29%) in M305×Z114 mapping population was slightly smaller when compared to values in other studied population.
KNDH (19–34%) (Chao et al., 2017). The protein content showed negative correlation with oil and fibre content which was also observed in other studies (Hannoufa et al., 2014). Seeds containing less fibre have thinner seed coat with decreased amount of cell wall polysaccharides which can cause increased carbon availability for protein deposition (Stombaugh et al., 2000). The analysis of the 78 DH lines in the mapping population allowed identification of line DH53 which contained lower amount of fibre and slightly higher protein content. This finding indicates that selection for lighter colour seeds could lead to higher protein content in seeds. The NDF content in the mapping population varied in both seasons between 16% and 27%, whereas in other studies the content of NDF ranged between 11–21% (Snowdon et al., 2010; Wittkop et al., 2012). The ADF fibre ranged in DH lines from 7% to 20% in 2016, and 9% to 22% in 2018, which shows wider variation in comparison to previously published studies (Mailer et al., 2008; Dimov et al., 2012). Strong negative correlation found between SCC and fibre is expected since yellow-seeded genotypes contain lower levels of fibre (Rahman & McVetty, 2011). Interestingly, negative correlation in both years was also observed between fibre and GBS content. In Suprainto study (PhD thesis https://dnb.info/1052337953/34) the QTL for GLS colocalises with QTL for cellulose content which indicates that such correlation could be due to common QTLs for these two traits. Although no correlation was found between progoitrin and seed coat colour, the yellow-seeded parental line (Z114) contained lower level of progoitrin when compared to M305 line. It would also be very desired to eliminate progoitrin from the intermediate genotypes of OSR, which could be challenging since this glucosinolate showed negative correlation with fibre content in 2018. In some of the DH lines, the mean value of this major compound responsible for anti-nutritional effect in RSM was greatly reduced (e.g. 0.9 μmol g⁻¹ in line DH78) which makes these lines valuable genetic material for future breeding improvement work.

Both additive and epistasis gene effects were found to be significant for SCC, GBN, GBS, GNA, NAP and PRO content in seeds. It means that these traits are regulated in a complex manner involving many genes with small effect and also by gene-by-gene interactions. Significant additive effect and non-significant epistasis for TSW, 4OH-GBS, ADF, and NDF fibre means that these traits are regulated by many genes with small individual effect. Selection for genotypes with low fibre content in the future should be less challenging since this anti-nutritional component was found to be regulated by the additive action of genes.

**CONCLUSION**

In conclusion, this data shows that seed quality traits affecting RSM quality are complex and are regulated by interaction of genes which are influenced by the environment. Although some interesting DH lines were found in this study which are already being introduced to breeding programmes, future work includes application of the latest bioinformatic tools in genetic mapping studies using this population to identify key genomic regions affecting RSM quality traits. Recent advances in sequencing technologies and bioinformatics facilitate high density marker discovery with sufficient resolution to give closely linked markers with traits of interest using the DH mapping population developed in this study (Gacek et al., 2017). Identification of such regions
would enhance selection process of valuable genetic material for improvement of RSM quality regardless of environmental impact.
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Abstract. This paper presents the results acquired from the study of eight carrot hybrids which are suitable for growing in the climatic zone of woodland steppes, while considering a set of economical and/or biological, biochemical, and organoleptic properties. The carrot hybrids that were studied have a wide range of variation in their economic value indicators, which makes it possible to grow them for storage and processing in various soils and climate conditions without irrigation. The most productive carrot hybrids are White Sabine F₁ and Yellowstone F₁ with a commercial yield of 55.8–58.7 t ha⁻¹ and an average taproot weight of 118.7–136.2 g. The levels of preservation of the taproot of the hybrids White Sabine F₁ and Purple Haze F₁ after seven months of storage in conditions that involved the use of a stationary pit storage facility was at 81.4% and 80.2% respectively. The use of the taproots of the hybrids Yellowstone F₁ and Viking F₁ for drying ensures a yield of a high-quality, biologically-valuable finished product with a yield of 11.4–11.7%. Dry hybrid Evolyutsiya F₁ and Mars F₁ carrots contain more than 40 mg (100 g)⁻¹ of β-carotene.
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INTRODUCTION

The carrot is one of the world’s most widespread vegetable crops, and is certainly not limited merely to Ukraine’s borders (Arscott & Tanumihardjo, 2010). According to statistics, carrots are grown annually on more than 43,000 hectares of land (Sych, 2010; Bobos & Zavadska, 2015). The carrot is also one of the most high-yielding and biologically-valuable vegetable crops. If all of the agricultural rules of growing carrots are observed, the taproot crop can reach between 60–70 t ha⁻¹ (Skaletska et al., 2013a; Bobos & Zavadska, 2015).

On average over the vegetation period, the total nutritional content of carrot taproots can be broken down firstly into 12–15% dry matter, and secondly into 8–12% carbohydrates, of which 6–9% are sugars, plus 1.0–1.2% cellular tissue, 0.37–2.93% pectins, 1.0–2.2% proteins, and 0.2–0.3% fats. This crop’s taproots are also a source of minerals, water-soluble vitamins B₁, B₂, and B₆, and fat-soluble vitamins E and D (Skaletska et al., 2014a, 2014c; Zavadska & Kravchenko, 2016b). They are especially
Valuable due to their high content of pro-vitamin A – carotene, which they contain at levels that are higher than for any other vegetable (8–12 mg (100 g)^{-1}), for some variations and with hybrids this figure can exceed 20 mg (100 g)^{-1}. It is known that β-carotene has antioxidant properties; its daily consumption in food improves vision, facilitates the slowing of the growth of cancer cells and prevents their multiplication (Piyarach et al., 2020). In order to satisfy the body’s daily need for that vitamin, an intake of between 12–30 g of fresh carrot taproots is required. It is also better to consume them with vegetable oil because β-carotene is considered to be a fat-soluble vitamin (Skaletska et al., 2014a). The carrot’s pectin ingredients, which contain calcium salts, are able to absorb heavy and radioactive metals and other toxins, which is why they have an anti-radiation and anti-toxin effect (Borisov et al., 2016).

Carrot production in Ukraine, Estonia, and other countries has a pronouncedly seasonal nature. Most crops (approximately 75% of the total) enter the market in the summer and autumn. The crops are not used up immediately and are instead sent to storage or processing. According to statistics, about 25–30% of stored vegetables are lost each year due to the lack of specialised storage facilities and processing at the necessary volumes (Skaletska et al., 2014a). This is why research into alternative methods of storage and processing for harvested carrot crops is relevant and necessary, in order to provide consumers with high-quality produce throughout the year (Wismer, 2003; Seljasen et al., 2013; Skaletska et al., 2014a).

It must be noted that, nowadays, the most relevant processing type for many vegetables is drying (Zielinska & Markowski, 2012; Hryshchenko et al., 2019). Dried vegetables form a concentrate of beneficial ingredients because drying removes free water and also some of the bound water. The advantages of dried vegetables are their prolonged shelf life, the absence of preservatives and other chemicals, the biological value, and the convenience and simplicity of preparing them as a dish. Moreover, dried vegetables take up considerably less space in storage and transport when compared to fresh vegetables (between 6–8 times less), which has the positive effect of significantly reducing the cost and complexity of logistics (Skaletska et al., 2014a; Skaletska & Zavadska, 2015). Drinks that are made using as a basis lyophilised fruit and vegetable powders have a high antioxidant content, nutritional value, and bioavailability (Bochnak-Niedźwiecka & Świeca, 2020).

Carrots are one of the most widespread agricultural crops to be used for drying. Dried carrots are a necessary ingredient in almost all vegetable mixtures and seasonings, and in its powder form it is also used as a natural pigment. It gives finished dishes their pleasant colour, smell, and taste, but what’s most important is the fact that it enriches dishes with nutritional and biologically-valuable substances and minerals, which it contains in high quantities (Lewicki & Duszczyk, 1998; Zavadska et al., 2013; Skaletska & Zavadska, 2014c). The quality of dried vegetable produce depends significantly upon the drying methods being used and on subsequent storage conditions (Macura et al., 2019). Currently the most widespread and economically feasible method of drying taproot vegetables is convective drying (Piyarach et al., 2020).

Regardless of their relatively good levels of preservation, losses in storage for carrot taproots are often huge (above 15%). This is related primarily to growing conditions for the carrots, plus the non-observance of optimum storage conditions, the lack of storage space, and the stacking of unfit produce (Skaletska et al., 2014a; Bobos
Changes in the structure of taproot vegetables during their storage are the most pronounced in their central parts (Haq & Prasad, 2017).

The fitness of taproots for storage or various types of processing depends upon a large number of factors, important amongst them being their biological properties and cultivars. It is known that not every cultivar or hybrid is suitable for processing even if they have valuable agricultural indicators and appropriate taste properties. Moreover, cultivars of vegetables are rarely universal and cannot be used similarly well for fresh consumption, storage, and processing.

Every year in Ukraine, new carrot cultivars and hybrids are developed. These differ in terms of the shape of their taproot, the length of their vegetation period, their nutritional content, and their fitness for storage and processing. For fresh produce markets, early and medium-early maturing carrot cultivars are grown with conical and cylindrical taproot shapes, a rounded end, and uniform colouring. For storage purposes, later maturing carrot cultivars are more suitable with a uniform taproot shape, a high commercial value, and high biochemical indicators (Skaletska & Zavadska, 2013b; Skaletska et al., 2016; Zavadska & Kravchenko, 2016a and 2016b). For industrial processing purposes, suitable carrot cultivars are those that possess high dry matter content (6–16%) and carotene content, as well as appropriate properties for mechanical processing (Zavadska et al., 2013; Skaletska et al., 2014a and 2014c).

More recently botanical carrot cultivars with bright yellow, violet, or even white colourings have become increasingly popular (Burenin et al., 2017; Kornev et al., 2017). This is an eastern assortment, one which is mainly grown in China, Japan, and Uzbekistan. Dutch scientists have studied the beneficial properties of violet carrots. They found that the taproots of violet-coloured carrot cultivars provide the body with long term protection against tumours and cardiovascular diseases because they contain not only high amounts of carotene but also a significant level of anthocyanins (Alasalvar et al., 2005; Arscott & Tanumihardjo, 2010; Bobos & Zavadska, 2015). The antioxidant properties of purple carrots are much higher than are those in orange carrots (Algarra et al., 2014). Questions regarding the quality of the new cultivars and hybrids that are grown in certain soils and climate conditions have not involved sufficient levels of study to be able to answer them.

The goal of the research was to study the economic value, plus the biometric, biochemical, and technological parameters, of the quality of fresh and dried produce in terms of eight carrot hybrids with various taproot colours, in order to determine the most suitable variants for long-term storage when utilising stationary underground storage facilities and convective drying.

**MATERIALS AND METHODS**

The studies were conducted within the period between 2013–2015 at the National University of Biological Resources and Nature Utilisation of Ukraine, using single-factor tests (Bondarenko & Yakovenko, 2001). The carrot cultivar taproots that were being studied were grown on a collection plot without irrigation. The total area of crop being used for field tests was 0.2 ha. Each hybrid’s plot covered an area of at least 6 m². The studies took place in triplicate. The seeds were sown according to a 20 + 50 cm scheme, forming a plant density of 600,000 plants per hectare. All of the hybrids were sown simultaneously and had a follow-up check in the second week of April, at the
following dates: 14 April 2013, 11 April 2014, and 15 April 2015. All of the hybrids were sown simultaneously and had a follow-up check in the second week of April, on the following dates: 14 April 2013, 11 April 2014, and 15 April 2015.

The plot being used for the field tests is located in Ukraine’s climatic zone which largely consists of woodland steppe. The plot’s soil is dark grey, medium ashy (podsolised), and slightly loamy. The thickness of the humus layer is 24–28 cm. The test plot is characterised by the low humus content, at between 1.5–2.2%, plus its medium content hydrolysed nitrogen, between 26–38 mg kg⁻¹, its mobile phosphor, between 43–61 mg kg⁻¹, and its potassium, between 28–34 mg kg⁻¹ (Bobos et al., 2019).

In terms of crop rotation, the carrots were grown following a cucumber harvest. The main treatment for the soil being used for the crop was the autumn elimination of the previous crop’s plant residue and weeds, as well as deep autumn ploughing. In the first week of April and prior to sowing, the test plot was cultivated to a depth of between 12–15 cm and 6–8 cm respectively, using a КПСП-4 cultivator in combination with a DT-75 tractor, levelled with a harrow, following which the carrot seeds were sown.

After the initial research phase, the studies included eight hybrids that were suitable for cultivation in the woodland steppe climatic zone. In addition to traditional carrot cultivars with their typical orange taproot colouring, use was also made of hybrids that had been produced by the company Bejo, each variety being distinctive thanks to its white colouring (White Sabine F₁), bright yellow colouring (Yellowstone F₁), or violet colouring and orange core (Purple Haze F₁) (Fig. 1). As a control crop, the highly-studied Dutch hybrid Vita Longa F₁, was used which had been introduced on a regional basis into Ukraine in 1997. The testing scheme is presented in Table 1.

![Figure 1. The taproots of carrot hybrids: a) Purple Haze F₁; b) Yellowstone F₁.](image)

The crop harvesting took place simultaneously for all hybrids in the test, at the onset of the technical maturity of the carrot taproots, namely between 16–20 October in 2013, between 20–21 October in 2014, and between 25–27 September in 2015. The arid weather conditions in August and September 2015 led to an earlier harvesting of the crops, as any delay in harvesting could have led to premature aging of the taproots, a shortening of their shelf life, and a reduction in the quality of fresh taproots and processed produce.
The analyses of fresh taproots and dried produce were conducted using generally accepted methods (Skaletska et al., 2014b). The dry matter content was determined using the ДСТУ ISO 751:2004 method and thermal gravimetry, with drying taking place in a dryer at a temperature of 100–105 °C until a stable weight was achieved; the dry soluble matter content was determined using a refractometer pursuant to the requirements of ДСТУ ISO 2173: 2007. From the laboratory sample, after its careful mixing, 20 g of minced taproots were taken; this mass was filtered to yield between 1–2 cm³ of juice, two or three drops of which were applied to the prism of a refractometer. After that, the top prism was lowered, taking between three to five counts with a clear boundary between the dark and light parts of the field of view, and calculating the average refraction rate. Sugars (sum) were determined using Bertran’s method (ДСТУ 4954:2008); β-carotene content was determined pursuant to the requirements of ДСТУ 4305:2004. The volume of carotenes is determined from the intensity of the yellow colour in the solution by way of comparing it in a colorimeter with a solution of dichromate acid potassium that has been standardised on pure carotene. Degustation of fresh taproots and dried produce was carried out by a committee of at least seven people, using a nine-point scale. To determine the organoleptic properties of dry carrots, the laboratory sample was mixed on white paper and all available parameters were determined in daylight. Firstly, the outer appearance was determined, and then the colour was taken into account (taking note of its intensity, uniformity, and how it corresponded to the initial colour of the raw materials), followed by its consistency, aroma, and taste. When determining consistency, the material’s elasticity, hardness, and fragility were all taken into account.

Standard taproots were stored in nylon mesh sacks, at up to 5 kg of weight, quadrupled, in stationary pit storage areas within the main storage period (between October and February), at a temperature of between zero degrees to +2 °C, and keeping relative air humidity at a level of 85–90%. Storage does not make use of artificial refrigeration units; therefore the temperature increased to between +4–5 °C at the end of March. Inspections were carried out after two months and five months of storage time, and again at the end of the storage period (after seven months had elapsed).

For the purpose of drying, 4 kg of carrot taproots were taken, as quadruples. The taproots were weighed, sorted, washed by hand, and cleaned, and the offshoots were counted. After cleaning the carrot taproots, they were washed again and cut with a SIRMAN mechanic shredder into pieces of the following dimensions: length 5–6 mm, width 2–3 mm, and thickness 2–3 mm. The cut produce was uniformly spread onto the dryer’s trays as 3 kg m⁻² and loaded into the dryer (Fig. 2).

A standard dryer C-2M (ТУУ 23061103.001-98) was used for drying the taproots, with it belonging to the category of convective air dryers with a chamber and periodic operation. The minced produce was dried at a temperature of 60 °C until a moisture content of 10–12% has been achieved.

The study’s results were processed using mathematical methods on a PC, determining the least significant difference (LSD) and the correlation relationships between the studied indicators by means of generally accepted methods (Bondarenko & Yakovenko, 2001; Skaletska et al., 2014b). The statistical processing of the yielded data took place using two computer programs: Agrostat and Microsoft Excel.
Figure 2. A general view of the convective dryer: a) carrot quantities prepared and loaded into the dryer’s chamber; b) dried carrot quantities.

The stability of the carrot taproot crop yield was assessed using the Levis stability coefficient as $SF = \frac{HE}{LE}$, where HE and LE are the highest and lowest crop yield indicators respectively, depending upon the weather conditions seen in the vegetation period.

RESULTS AND DISCUSSION

From the results of the three years of field tests and laboratory research, the relevant measurements that were taken, and the processing of the gathered data on a PC, the indicators were determined to characterise the properties of carrot taproots of various hybrids for storage and processing purposes.

Economic value indicators for the carrot hybrids that were received in the period between 2013–2015 are set out in Table 1.

Table 1. The yield and commercial value of carrot hybrids, averaged for 2013–2015

<table>
<thead>
<tr>
<th>Hybrid name</th>
<th>Commercial yield by years, t ha$^{-1}$</th>
<th>Average commercial yield, t ha$^{-1}$</th>
<th>Yield increase</th>
<th>Weight of standard taproot, g</th>
<th>Commercial weight, %</th>
<th>Coefficient of stability (SF)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2013</td>
<td>2014</td>
<td>2015</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vita Longa F$_1$ (*)</td>
<td>47.4</td>
<td>51.3</td>
<td>50.1</td>
<td>49.6</td>
<td>−</td>
<td>100</td>
</tr>
<tr>
<td>Viking F$_1$</td>
<td>37.2</td>
<td>46.6</td>
<td>40.1</td>
<td>41.3</td>
<td>−8.3</td>
<td>−17</td>
</tr>
<tr>
<td>Evolyutsiya F$_1$</td>
<td>48.6</td>
<td>51.7</td>
<td>51.2</td>
<td>50.5</td>
<td>+0.9</td>
<td>+2</td>
</tr>
<tr>
<td>Mars F$_1$</td>
<td>41.7</td>
<td>46.7</td>
<td>48.4</td>
<td>45.6</td>
<td>−4.0</td>
<td>−8</td>
</tr>
<tr>
<td>Napoli F$_1$</td>
<td>48.6</td>
<td>54.1</td>
<td>52.1</td>
<td>51.6</td>
<td>+2.0</td>
<td>+4</td>
</tr>
<tr>
<td>Purple Haze F$_1$</td>
<td>46.5</td>
<td>48.0</td>
<td>46.5</td>
<td>47.0</td>
<td>−2.6</td>
<td>−5</td>
</tr>
<tr>
<td>White Sabine F$_1$</td>
<td>61.0</td>
<td>55.9</td>
<td>59.2</td>
<td>58.7</td>
<td>+9.1</td>
<td>+18</td>
</tr>
<tr>
<td>Yellowstone F$_1$</td>
<td>53.7</td>
<td>59.5</td>
<td>54.2</td>
<td>55.8</td>
<td>+6.2</td>
<td>+12</td>
</tr>
<tr>
<td>LSD$_{0.5}$</td>
<td>4.7</td>
<td>3.8</td>
<td>4.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Control group.
The carrot hybrids have a commercial taproot weight of between 81.4–136.2 g and have a characteristic commercial yield of 41.3–58.7 t ha\(^{-1}\). The hybrid White Sabine F\(_1\) is characterised by white taproots and a weight of 136.2 g. The hybrid’s commercial yield (58.7 t ha\(^{-1}\)) stems from the large size of its taproot, making it possible to achieve a yield increase of 9.1 t ha\(^{-1}\). On the other hand, the hybrid has a low commercial yield of 78%, which speaks of its weak adaptability to growing conditions, including its reactions to a lack of moisture due to the absence of irrigation. The unfavourable weather conditions of 2013, especially in the arid months of May to July, caused the taproots to be formed with a low average weight, which affected their commercial yield.

The hybrids Evolyutsiya F\(_1\) and Napoli F\(_1\) were determined as being high-yield cultivars with an average commercial yield of between 50.5–51.6 t ha\(^{-1}\) and an average taproot weight of 92.0–98.6 g. Their yield increase is 2–4%, which is not significantly different from that of the control crop. Additionally, the hybrid Napoli F\(_1\) is characterised by the relatively small size of its taproots (92.0 g) but with a high commercial yield (93%), which has affected its high average commercial yield of 51.6 t ha\(^{-1}\) (Fig. 4).

Among the carrot hybrids to be studied, the hybrid Viking F\(_1\) has quite a low commercial yield (41.3 t ha\(^{-1}\)). This is related to its low taproot weight of 82.2 g, being 24.6 g lower than that of the control group. In that light, Viking F\(_1\) is determined as being less adaptive to growth conditions, with a stability coefficient of 1.3.

On average over the three years, the most stable hybrid in terms of yield turned out to be Purple Haze F\(_1\) with its violet taproots and a stability coefficient of one. On the other hand, this hybrid has a low commercial yield of 47.0 t ha\(^{-1}\), which is 2.6 t ha\(^{-1}\) less than that of the control crop. The significant difference between the hybrid Purple Haze F\(_1\) and the control crop was established throughout the entire three-year study period. Crop losses during harvesting were minimal (up to 0.5%), as the taproots were harvested manually (Fig. 5).

Therefore the carrot hybrids that have been studied have a wide range of variation in terms of their economic value indicators, which makes it possible to grow them for storage and processing in various soils and climate conditions without irrigation. The most productive carrot hybrids are White Sabine F\(_1\) and Yellowstone F\(_1\) with a commercial yield of 55.8–58.7 t ha\(^{-1}\) and an average taproot weight of between 118.7–136.2 g.
As indicated by the data in the available literature and the studies that are at hand, taproots with stable biometric properties are the most suitable when it comes to processing and storage, as these properties determine their suitability for mechanical cleaning, low waste levels, and low losses during storage. The most stable weights and diameters for their taproots were displayed by the hybrids Vita Longa F₁ (the control crop) and White Sabine F₁, and the most stable lengths by the hybrids Napoli F₁ and Purple Haze F₁.

In the complex assessment of the suitability of any carrot variation for storage and processing, the biochemical content of the produce is important. It is known that the higher the content of dry matter and sugars in taproots, the better its suitability for long-term storage (Skaletska et al., 2016; Zadadska & Kravchenko, 2016a, 2016b). These indicators also have a significant effect on the yield and quality of the processed produce (Skaletska et al., 2013; Skaletska & Zavadska, 2014c). The results of the biochemical assessment of the studied taproots are provided in Table 2.

Table 2. The content of the main biochemical indicators and the degustation assessment of the taproots of various carrot hybrids, averaged for 2013–2015

<table>
<thead>
<tr>
<th>Hybrid name</th>
<th>Content in taproots</th>
<th>Degustation assessment, points*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dry matter, %</td>
<td>Dry soluble matter, %</td>
</tr>
<tr>
<td>Vita Longa F₁ (control crop)</td>
<td>11.83</td>
<td>9.0</td>
</tr>
<tr>
<td>Viking F₁</td>
<td>12.69</td>
<td>10.0</td>
</tr>
<tr>
<td>Evolyutsiya F₁</td>
<td>12.86</td>
<td>9.0</td>
</tr>
<tr>
<td>Mars F₁</td>
<td>10.02</td>
<td>8.0</td>
</tr>
<tr>
<td>Napoli F₁</td>
<td>10.52</td>
<td>8.0</td>
</tr>
<tr>
<td>Purple Haze F₁</td>
<td>13.51</td>
<td>10.8</td>
</tr>
<tr>
<td>White Sabine F₁</td>
<td>11.24</td>
<td>9.5</td>
</tr>
<tr>
<td>Yellowstone F₁</td>
<td>12.40</td>
<td>9.3</td>
</tr>
</tbody>
</table>

* On a nine-point scale.

The studies indicated that the highest content of dry matter is in the taproots of carrot cultivar Purple Haze F₁, which has violet skin and orange core, with the content being at 13.51% (higher by 1.67% than the control crop), and the lowest content is in the hybrid Mars F₁ (9.1%). The taproots of the hybrids Evolyutsiya (12.86%), Viking (12.69%), and Yellowstone F₁ (12.40%) contained a sufficiently large amount of dry matter.

As shown by the results of the studies that had been conducted by the authors, the content of sugars is important for produce that is intended for drying, because it affects the taste and the commercial value of the finished produce (Skaletska & Zavadska, 2014c, 2015). It was determined that the taproots of the carrot hybrids, Purple Haze F₁ and Evolyutsiya F₁, had the highest content of such sugars and dry matter, at 6.23% and 5.78% respectively. Of the sugars in the taproots of the carrot hybrids that were studied (except the hybrid White Sabine F₁), sucrose was predominant.

The taproots of orange coloured hybrids contained more β-carotene, between 7.7–10.4 mg (100 g⁻¹) of raw material. Of the assortment that was studied, the taproots
of the hybrids Evolyutsiya F₁ and Mars F₁ had the highest content of β-carotene, which was in excess of 10 mg (100 g)⁻¹.

The taproots of all of those carrot hybrids that have been included in the study received high grades in the degustation assessment: between 8–9 points on a nine-point scale. Maximum points were given to samples of the hybrids Vita Longa F₁ (control crop), Evolyutsiya F₁, and Napoli F₁. The taproots of these carrot hybrids had a small core, no discernible line between the core and the cortex, and a cortex that was juicy with a characteristic pleasant, saturated taste.

Therefore, over the entire vegetation period, the taproots of the hybrids Purple Haze F₁, Evolyutsiya F₁, Viking F₁, and Yellowstone F₁ collected 12% dry matter and 5% sugars. The highest concentration of those substances were contained in the taproots of the carrot hybrid Purple Haze F₁: 13.51% dry matter and 6.23% sugars (total). More than 10 mg (100 g)⁻¹ of β-carotene was collected from the taproots of the carrot hybrids Evolyutsiya and Mars. The maximum number of points (nine points) from the degustation assessment were given to samples of the hybrids Vita Longa F₁ (the control crop), Evolyutsiya F₁, and Napoli F₁.

In order to be able to research the suitability for drying of taproots of the carrot hybrids that were studied, their technological properties were determined (Table 3).

Table 3. The volume of waste and the yield of dried produce from various carrot hybrids, averaged for 2013–2015

<table>
<thead>
<tr>
<th>Hybrid name</th>
<th>Volume of waste</th>
<th>Yield of dried produce</th>
<th>Amount of fresh raw material for 1 kg of dried produce, kg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>± comp. w/ control crop</td>
<td>%</td>
</tr>
<tr>
<td>Vita Longa F₁</td>
<td>19.6</td>
<td>–</td>
<td>9.8</td>
</tr>
<tr>
<td>Viking F₁</td>
<td>10.8</td>
<td>–8.8</td>
<td>11.4</td>
</tr>
<tr>
<td>Evolyutsiya F₁</td>
<td>7.7</td>
<td>–11.9</td>
<td>10.6</td>
</tr>
<tr>
<td>Mars F₁</td>
<td>13.5</td>
<td>–6.1</td>
<td>10.1</td>
</tr>
<tr>
<td>Napoli F₁</td>
<td>14.7</td>
<td>–4.9</td>
<td>8.8</td>
</tr>
<tr>
<td>Purple Haze F₁</td>
<td>18.8</td>
<td>–0.8</td>
<td>11.9</td>
</tr>
<tr>
<td>White Sabine F₁</td>
<td>19.2</td>
<td>–0.4</td>
<td>8.4</td>
</tr>
<tr>
<td>Yellowstone F₁</td>
<td>11.8</td>
<td>–7.8</td>
<td>11.7</td>
</tr>
<tr>
<td>LSD₀.₅</td>
<td>3.1</td>
<td>1.1</td>
<td>0.8</td>
</tr>
</tbody>
</table>

The volume of waste in the process of preparing the carrot taproots for drying varied within the range of 7.7% to 19.6%. The largest volume of waste was generated from samples of the control crop - the hybrid Vita Longa F₁ (19.6%) - due to its significant branching of taproots and their low commercial yield. The lowest level of waste when preparing taproots for drying was generated from the carrot hybrid Evolyutsiya: 7.7% (11.95% less when compared to the results for the control crop). There was no significant difference in terms of waste being generated from the taproots of the control crop and that for the hybrids Purple Haze F₁ and White Sabine F₁ (the difference was within the LSD).

The yield of dried produce is determined to be within the range of 8.4–11.9% of the total mass of the average sample, depending upon the cultivar. This indicator was at its lowest in the taproots of the hybrid Napoli: 8.4% (1.0% less than in the taproots of the control crop), and at its highest in the taproots of the hybrids Purple Haze F₁ (11.9%)}
Yellowstone F₁ (11.7%), and Viking F₁ (11.4%).

The calculations that have been carried out indicated that between 9.6 kg and 14.2 kg of unprepared (not cleaned) raw material or between 8.4 kg and 11.9 kg of prepared raw material is required for 1 kg of dried produce. This indicator was most greatly affected by the dry matter content and the amount of waste. The quantity of fresh carrot taproots that is needed for 1 kg of dried produce was at its lowest when using the hybrid Yellowstone F₁: 8.5 kg of uncleaned raw material and 9.6 kg of cleaned raw material; as well as Viking F₁: with figures at 8.8 kg and 9.8 kg respectively.

Those properties that are important for consumers of processed produce include its nutritional value, its biological value, and also its organoleptic properties. The studies that have been carried out have provided the following indicators, as shown in Table 4.

It was determined that the amount of moisture in the dried carrots varied, depending upon the specific nature of the cultivars. The tissue structure in the taproots affected the speed and level of drying. The lowest content levels could be found in samples of the hybrids Vita Longa and White Sabine F₁: at 7.7 ±1.1 and 7.5 ±1.2% respectively. Fresh raw material from these hybrids was dried under identical conditions. This affected the organoleptic properties of the finished produce, the existence of darkened chips, their hard structure, and the significant volume of fine particulates. Those hybrids which had a moisture content that was closest to the standard moisture content level (10%) were Evolyutsiya F₁, Yellowstone F₁, and Napoli F₁. Their structure was sufficiently firm and elastic.

Table 4. The content of the main biochemical components and a degustation assessment of dried carrots from various carrot hybrids, averaged for 2013–2015

<table>
<thead>
<tr>
<th>Hybrid name</th>
<th>Moisture content, %</th>
<th>Content in dried produce</th>
<th>Degustation assessment, points*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Total sugars (total)</td>
<td>β-carotene, mg (100 g)⁻¹</td>
</tr>
<tr>
<td>Vita Longa F₁ (control crop)</td>
<td>7.7 ± 1.1</td>
<td>36.10 ± 2.1</td>
<td>36.8 ± 1.4</td>
</tr>
<tr>
<td>Viking F₁</td>
<td>9.4 ± 0.7</td>
<td>39.0 ± 1.8</td>
<td>39.8 ± 2.5</td>
</tr>
<tr>
<td>Evolyutsiya F₁</td>
<td>10.2 ± 0.6</td>
<td>41.87 ± 1.4</td>
<td>42.5 ± 1.8</td>
</tr>
<tr>
<td>Mars F₁</td>
<td>8.7 ± 0.9</td>
<td>33.46 ± 2.3</td>
<td>41.6 ± 2.3</td>
</tr>
<tr>
<td>Napoli F₁</td>
<td>10.4 ± 0.4</td>
<td>36.71 ± 2.0</td>
<td>36.0 ± 0.8</td>
</tr>
<tr>
<td>Purple Haze F₁</td>
<td>10.8 ± 0.5</td>
<td>41.78 ± 1.7</td>
<td>32.4 ± 2.6</td>
</tr>
<tr>
<td>White Sabine F₁</td>
<td>7.5 ± 1.2</td>
<td>37.27 ± 2.3</td>
<td>14.8 ± 1.0</td>
</tr>
<tr>
<td>Yellowstone F₁</td>
<td>9.7 ± 0.5</td>
<td>40.92 ± 1.1</td>
<td>24.9 ± 1.4</td>
</tr>
</tbody>
</table>

* On a nine-point scale.

In the process of drying, the sugars content became significantly concentrated and changed, depending upon the cultivar. Similar to fresh raw materials, the highest sugars content was found in samples of the hybrids Evolyutsiya, Purple Haze F₁, and Yellowstone F₁: at more than 40%. It was determined that their amount significantly affected the taste of the finished produce ($r = 0.72 ± 0.1$). As a result of the calculations that had been carried out in connection with changes in the sugars content during the course of drying carrots, it was determined that their content in dried produce increased by only negligible amounts when compared to the results from fresh raw material (by between 2–5%, depending upon the cultivar).
Research has already shown that β-carotene is quite stable whilst it is being heated. Therefore a significant amount of it was preserved in the dried produce: from 14.8 ± 1.0 mg (100 g)⁻¹ in white-coloured carrots to 42.5 ± 1.8 in orange-coloured carrots. More than 40 mg (100 g)⁻¹ of carotene was contained in the dried produce of the carrot hybrids Evolyutsiya and Mars: 42.5 ± 1.8 and 41.6 ± 2.3 mg (100 g)⁻¹ respectively. Dried versions of those carrot hybrids can be recommended to consumers as a biologically valuable, natural dietary supplement.

Based on the complex of organoleptic indicators (involving outer appearance, structure, smell, taste, and colour), more than eight points on a nine-point scale were given to dried samples of the carrot hybrids Yellowstone F₁ (8.8), Evolyutsiya F₁ (8.7), and Viking F₁ (8.5). Produce involving the hybrid Yellowstone F₁ was uniform in shape and dimensions, as well as being coloured bright yellow and having a pleasant saturated taste (Fig. 3).

Dried samples of the hybrid White Sabine F₁ contained a significant amount of darkened particulates; dried samples of the hybrid Purple Haze F₁ had a mixed, uneven colour. Based on the results of the degustation assessment, these were assigned to the second commercial cultivar.

As indicated by the results of the study, the suitability of the taproots for long-term storage was significantly dependent upon the cultivar’s specifics (Fig. 4).

During the first two months of storage in conditions that involved the use of a stationary pit storage area with no artificial cooling, the preservation rate for taproots of the hybrids Viking F₁, Purple Haze F₁, and White Sabine F₁ were at 100%. The taproots of the hybrid Napoli F₁ had even started sprouting (10% of them had sprouted) and then wilting during that first period. After five months of storage the taproots of the hybrid Mars F₁ started...
sprouting *en masse* - more than half of them had sprouted within that storage period. The highest ratio of healthy taproots after five months of storage was observed for the hybrids Purple Haze F₁ and White Sabine F₁: 85.2 and 83.4% respectively.

It was determined that, after seven months of storage, the preservation rate for the taproots of the hybrids that were being studied tended to vary within the range of 8.5% to 81.4%. The most suitable hybrids for long-term storage were White Sabine F₁ and Purple Haze F₁; preservation rates for these taproots were at 81.4% and 80.2% respectively, which exceeded those of the control cultivar by 7.4% and 6.2%. By the end of the storage period the samples of all of the hybrids being studied included a significant amount of sprouted, wilted, and pathogen-damaged carrot taproots. If storage facilities with artificial cooling are not available during the storage period, carrot taproots should be utilised within the first two months after having been harvested as this ensures their high commercial yield and minimum losses.

**CONCLUSIONS**

In agricultural field tests and laboratory tests that were carried out over the course of three years, the carrot hybrids White Sabine F₁ and Yellowstone F₁, were determined to be the most productive of all the hybrids studied, with a commercial yield of between 55.8–58.7 t ha⁻¹ and an average taproot weight of 118.7–136.2 g.

The highest nutritional value was found in fresh taproots of the carrot hybrid Purple Haze F₁, as they contain 13.51% dry matter and 6.23% sugars (total); the highest biological value was found in taproots of the hybrids Evolyutsiya F₁ and Mars F₁, as they collect more than 10 mg (100 g)⁻¹ of β-carotene in them.

Of the carrot cultivars that are grown in the woodland steppes of Ukraine, taproots of the hybrids Yellowstone F₁ and Viking F₁ are the most suitable for drying. They are characterised by a negligible amount of waste being generated from the process of preparing the raw material for drying (10.8–11.8%), by quite a high yield of finished produce (11.4–11.7%), and by good organoleptic indicators (with a degustation assessment of between 8.5–8.8 points on a nine-point scale). The dried produce of carrot hybrids such as Evolyutsiya F₁ and Mars F₁ contains more than 40 mg (100 g)⁻¹ of β-carotene and can be used as a biologically valuable natural dietary supplement.

The most suitable taproots for long-term storage in stationary pit storage facilities without any artificial cooling are those of the hybrids White Sabine F₁ and Purple Haze F₁. After a period of seven months the preservation rate of taproots for those hybrids exceeds 80%.
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